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Abstract— This paper presents an extension of the Proximate
Time-Optimal Servomechanism (PTOS) to deal with damped
systems. The traditionally called acceleration discount factor is
replaced with an acceleration enhancement factor that allows
the controller to be more aggressive in the presence of friction.
The stability of the closed-loop system is assessed by casting the
PTOS nonlinearities in a sector-bounded framework, leading
to a set of linear matrix inequalities (LMIs) conditions to
be satisfied by the controller parameters. Simulation results
illustrate the effectiveness of the proposed methodology.

Index Terms— Proximate Time-Optimal Servomechanism;
Control Saturation; Sector-bounded nonlinearity; Linear Ma-
trix Inequalities (LMI).

I. INTRODUCTION

Many methods have been researched to achieve fast

tracking response in automatic control systems. When it

comes to the double integrator plant, the theoretical limits

on performance have long been known to be given by

the Time-Optimal Control (TOC), also known as “bang-

bang” control [1]. However, the development of a practical

controller that achieved such performance proved itself to be

a hard challenge. Along with many switching controllers, the

TOC suffers from the undesired effects of chattering [2] and

it is notoriously not robust to plant uncertainty and sensor

noise. These practical issues led to the search of techniques

that could achieve a near time-optimal performance without

the undesired effects of chattering.

A seminal work that achieves near time-optimal perfor-

mance in a practical manner is the so-called Proximate Time-

Optimal Servomechanism (PTOS), proposed by [3]. The

PTOS structure is based on that of the bang-bang controller,

but it solves the chattering problem while maintaining good

performance results. The basic idea of the PTOS consists

in saturating the controller output only when it is practical

to do so, that is, when the system output is far from the

reference. Then, as the system approaches the reference

point, the control law switches to a linear Proportional-

Derivative (PD) controller. Since the switching law is contin-

uous, the chattering phenomenon is eliminated. Nevertheless,

due to the switching from a TOC-like controller to a PD

controller, the performance attained by the PTOS is somehow
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conservative, leaving room for further developments. Also,

since this controller is based on the “bang-bang” strategy

specifically designed for double integrator plants, it is not

readily generalized for more complex systems.

A different approach has been given in [4] in what came

to be known as Composite Nonlinear Feedback (CNF). This

strategy is based on the design of a linear control law that

provides small damping ratio for fast rise times, associated

with a nonlinear function that gradually adds damping to the

system as it approaches the reference point, thus avoiding

the overshoot. The CNF controller has been generalized and

formalized in [5]. One of the features of the CNF is that it

takes the input saturation into account only for the stability

analysis, not for the design itself. Consequently, the tunning

process is dependent of the step reference amplitude in order

to achieve a good performance [6]. This fact may result in a

tedious tunning process and in a performance loss for large

reference steps. However, since this strategy is not based on

the “bang-bang” control law, it may be easily applied to a

wide range of systems. Recently an attempt to integrate the

PTOS and the CNF for high performance control of double

integrator plants was proposed in [7].

It is worth highlighting that other control methods such

as sliding mode controllers [8] and model predictive control

[9] also achieve high performance and may be applicable to

several different systems. Some of these controllers consider

the saturation levels in the design process, and others do not,

some are switching controllers and others are computation-

ally demanding. But more importantly, they are all general

strategies that may applied to a wide range of systems. As a

consequence, their performance is inferior to that achieved by

the PTOS when controlling the double integrator, since the

latter was specifically designed for this plant. In principle, a

customized PTOS-like controller designed for each specific

plant should achieve a better performance than the above

approaches. However, it is not an easy task to extend the

PTOS approach developed for double integrator plants to

other systems [10].

Another key issue regarding the PTOS controllers is the

guarantee of the closed-loop stability since, by construction,

it is a saturating nonlinear control law [7]. In particular, the

nonlinearity embedded in the saturation function is a sector-

bounded one. This suggests that the stability of the closed-

loop system can be assessed using the absolute stability

framework [2], [11]. In this context, some recent papers in

the literature addresses the stability analysis of Lur’e type

nonlinear systems with saturating state feedback control laws

can be inspiring to develop specific conditions to assess the
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stability for PTOS-based control loops [12], [13], [14].

This paper proposes a straightforward extension to the

PTOS controller for damped second order systems. The

“bang-bang” switching curve, which is the basis for the

PTOS, is distorted in order to make the controller more

aggressive and achieve a better performance when applied

to systems with considerable levels of friction. New stability

results that accommodate both the intrinsic input saturation

and the nonlinear control law, will be fundamental in order

to provide the necessary theoretical background to justify

the implementation of the proposed design. The proposed

controller will be adapted to the sector-bounded framework

presented in [13] and [14], resulting in a set of LMI

conditions to ensure the local stability of the closed-loop

system. Since the resulting conditions ensure only local

stability, an optimization procedure will be presented aiming

to maximize an estimate of the region of attraction for the

closed loop system. Simulation results will demonstrate that,

compared to its original formulation, the proposed PTOS-

like controller provides a better performance when applied

to damped systems.

II. PRELIMINARIES

This section will be used to introduce the system un-

der consideration and present a brief discussion on the

structure of controllers that approximate the time-optimal

performance.

The system under consideration is given by a body of mass

M subject to some friction whose dynamics is described by

the following differential equation Mÿ = u − cẏ, where u
and y are the system input and output, respectively, and c is

the friction coefficient. The state-space representation of this

system is given by,

ẋ1 = x2

ẋ2 = −ax2 + b sat(u) (1)

y = x1

with a = c/M , b = 1/M and x = [x1 x2]
′ representing

the position and velocity of the mass. Furthermore, “sat”

is the symmetric saturation function defined as sat(u) =
sign(u)·max{|u|, ū} with ū the saturation level of the control

input.

The structure and rationale behind the nonlinear functions

that constitute a TOC-based controller will be given in the

sequel. Figures 1 and 2 highlight three different stages during

point-to-point tracking: first, the controller must saturate

during acceleration, second, saturate during deceleration, and

then asymptotically track the reference.

Recall that the TOC for a double integrator may be

expressed in the following feedback form,

utoc = ū sign(
√

2bū|e| − x2) (2)

e : = x1 − yr (3)

where yr is the desired reference signal [1]. This control

law switches between the saturation levels ±ū so that the

t

I

II

III

u(t)

ū

−ū

Fig. 1. The three stages of the controller: I maximum acceleration, II
smooth transition to maximum deceleration and III asymptotic tracking.

trajectories converge to and stay on the sliding curve,

x2 =
√

2bū|e| (4)

depicted as the dashed line in Fig. 2 (assuming α = 1 in the

figure). If the “sign” function is replaced by a gain k2, i.e.,

u = k2(sign(e)
√

2bū|e| − x2), (5)

and if k2 is high enough, the control input will saturate and

drive the system towards the sliding curve (stage I). But as

soon as x2 approaches the sliding curve
√

2bū|e|, the control

signal would approach zero. However, from the theory given

by the TOC we know that the control signal should instead

switch from upper saturation level to the lower one. This

is easily achieved by subtracting the saturation level ū to

equation (5),

u = k2(sign(e)
√

2bū|e| − x2)
︸ ︷︷ ︸

(I)

− sign(e)ū
︸ ︷︷ ︸

(II)

.

On the above, as (I) goes to zero, the control law is still left

with (II), guaranteeing a smooth transition from the positive

and negative saturation levels.

Note the above equation may be rearranged to,

u = k2sign(e)

(
√

2bū|e| −
ū

k2

)

− k2x2. (6)

At this point stages I and II of Figures 1 and 2 are

achieved. Notice also that the switching between the satu-

ration levels is smooth and happens approximately at the

same time as it does in TOC. However, system (10) under

the control signal defined in (6) does not have an equilibrium

point at the origin. In fact, it is easy to see that for x2 = 0,

|e| =
ū

2bk22
.

In order to solve the equilibrium point problem and

achieve stage III of Fig. 1, the PTOS switches from control

law (6) to a linear PD controller guaranteeing asymptotic
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√

2būα
|e|

Fig. 2. The three stages of the controller as seen in the e–x2 phase plane.

tracking and eliminating chattering. The control law be-

comes,

u = k2(fptos(e)− x2), (7)

where,

fptos(e) =

{
(k1/k2)e e ≤ yl

sign(e)
(√

2būα|e| − ū
k2

)

e > yl
(8)

and α : 0 < α < 1 is the so called acceleration discount

factor, which will be discussed in the sequel. yl denotes the

switching limit between the nonlinear function and the PD

controller to be defined in the sequel.

The continuity of the controller is achieved at the boundary

|e| = yl by forcing f(e−) = f(e+) and

df(e−)

de
=

df(e+)

de
.

Where f(e−) and f(e+) represent the upper and lower lines

of (8), respectively. These conditions result in a relation

between k1, k2 and yl given by,

yl =
ū
k1

, k2 =
√

2k1

bα
(9)

III. THE ACCELERATION ENHANCEMENT FACTOR

When applied to double integrator type plants control law

(7) presents some undesired overshoot because the PD con-

troller under constraints (9) is not aggressive enough to brake

the system in time. Originally, the so called “acceleration

discount factor,” represented by α in (8), was proposed to

solve this problem. The effects of this constant are best

understood through Fig. 2 where the TOC switching function

is represented by the dashed line for α = 1. Obviously,

when α < 1 the parabola closes towards the error axis,

stage I is faster since the trajectories reach the switching

curve earlier and the system accelerates for a shorter period

of time making it easier for the PD control law to brake the

motion before the overshoot happens.

Since the acceleration discount factor adds some conser-

vatism to the solution, creative forms for allowing α to

be arbitrarily close to one while avoiding the undesired

overshoot have been proposed [7]. Note that α = 1 is the

time-optimal limit for the double integrator, meaning that

above this limit overshoot is unavoidable for these plants

because, even if the controller saturates during deceleration,

the switching happens too late and the output will pass the

reference. In fact, the stability proof presented for the original

PTOS relies on the fact that 0 < α < 1 [15].

When it comes to damped systems, however, this is not

necessarily the case. Not only α = 1 may be used without

overshoot but depending on the friction levels one may desire

to allow α > 1. This is so because the friction acting on the

system will break the symmetry of the trajectories presented

in Fig. 2 and it is desirable that the system accelerates for a

longer time. In other words, an improved performance may

be achieved by prolonging stage I on Figures 1 and 2, which

is readily done by choosing α > 1. Since this is the scenario

of interest in the present paper, henceforth α shall be referred

to as the acceleration enhancement factor.

Before applying the PTOS strategy with α > 1 it is crucial

that new stability results are derived. This is carried out in

the next section.

IV. STABILITY CONDITIONS

From a practical perspective, we consider in this paper a

discretized implementation of the PTOS controller. In this

case, the stability analyis will be carried out considering

a discretized version of the plant, obtained by the forward

differences method, given by:

x[k + 1] = Ax[k] +Bsat(u[k])
y[k] = Cx[k]

(10)

with

A =

[
1 ts
0 1− ats

]

, B =

[
0
tsb

]

, C =
[
1 0

]

where ts denotes the sampling time.

Due to the special form of fptos(e[k]) the stability of (10)

under the PTOS controller can be addressed, without loss of

generality, considering yr[k] = 0 and, consequently, e[k] =
x1[k] [7]. Hence, the discretized control signal (7) can be

rewritten as

u[k] = Kx[k] + φc(Lcx[k]) (11)

with K =
[
0 −k2

]
, φc(Lcx[k]) = −k2fptos(x1[k]) and

Lc =
[
1 0

]
.

From (10) and (11) it follows that the closed-loop system

is defined by

x[k + 1] = (A+BK)x[k]−Bφ(u[k]) +Bφc(Lcx[k])

y[k] = Cx[k] (12)

u[k] = Kx[k] + φc(Lcx[k])

where

φ(u[k]) = u[k]− sat(u[k]) (13)

is a deadzone nonlinearity. In the sequel, the advantages

of considering this deadzone nonlinearity instead of the

saturation function will become clear.
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In order to apply similar ideas to ones presented in the pa-

pers [12], [13] and [14] and to come up with LMI conditions

to asses the closed-loop stability, the eigenvalues of A+BK
must lie inside the unit circle centered at the origin of the

complex plane. Unfortunately, since K =
[
0 −k2

]
and

B =
[
0 tsb

]′
, with the controller presented in (11) one

of these eigenvalues is always positioned on the unit circle.

To overcome this constraint, we consider the addition of an

error feedback to the PTOS formulation. In this case, the

control law reads

u[k] = −k2fptos(e[k])− k2x2[k]− kee[k] (14)

which can be written for yr = 0 as

u = −k2fptos(x1[k]) + Fx[k] (15)

where

F =
[
−ke −k2

]
. (16)

In this formulation, all eigenvalues of A + BF shoud be

placed inside the unity disc by an appropriate choice of ke.

Another fundamental assumption to apply this formulation

is to consider the closed-loop system (12) as the feedback

connection of a linear system and two sector bounded

nonlinearities.

By construction, nonlinearity φc(e) is an odd function that

belongs to the sector (0, ωc), with 0 < ωc < ∞. This can be

clearly seen in Figure 3, which depicts the function φc for

different values of α. In this case, φc(e) = φc(Lcx) globally

verifies the following sector condition 1:

φ′

c(φc − ωcLcx) ≤ 0 (17)

Also, it has been shown in [16] that the deadzone nonlin-

earity (13) verifies the so-called “generalized” sector condi-

tion give by:

φ′(φ−Hx− ρφc) ≤ 0 (18)

provided that the state belongs to the following region:

S =
{
[x′ φc]

′ ∈ R
3; |(F −H)x+ (1− ρ)φc| ≤ ū

}

where H ∈ R
1×2 and the scalar ρ are free variables to be

determined. We are now ready to state stability conditions

for the discrete PTOS.

Theorem 1: Consider ωc and F a priori fixed. If there

exist a symmetric positive definite matrix Q ∈ R
2×2, matrix

X ∈ R
1×2 and positive scalars ν, θc and θ2 such that the

following LMIs are verified






−Q ∗ ∗ ∗
X −2ν ∗ ∗

ωcLcQ θ2 −2θc ∗
(A+BF )Q −Bν Bθc −Q






< 0 (19)





Q ∗ ∗
−ωcLcQ 2θc ∗
FQ−X θc − θ2 ū2



 > 0 (20)

1By simplicity, in the developments we denote φ(u[k]) and φc(e[k]) as
φ and φc respectively

then the trajectories of (12) starting on the ellipsoidal set

E(P, 1) = {x ∈ R
2;x′Px ≤ 1}

remain bounded to this set and converge asymptotically to

the origin.

Proof: Let V (x) = x[k]′Px[k] be a quadratic Lyapunov

candidate function and ∆V (x) = x[k + 1]′Px[k + 1] −
x[k]′Px[k]. Assuming [x′φc]

′ ∈ S and that (18) is satisfied

globally, if

∆V (x)−2φ′

cδc(φc−ωcLcx)−2φ′κ(φ−Hx−ρφc) < 0 (21)

then, ∀δc, κ > 0, it follows that ∆V (x) < 0. From (12)

we have that (21) can be written in the form ξ′Λξ < 0 with

ξ = [x′ φ′ φ′
c]
′ and

Λ =





(A+BF )′P (A+BF )− P ∗ ∗
−B′P (A+BF ) + κH B′PB − 2κ ∗
B′P (A+BF ) + δcωcLc −B′PB + ρκ B′PB − 2δc



 .

It is important to point out that Λ < 0 implies that (21) is

verified and consequently ∆V (x) < 0. On the other hand,

note that Λ can be written in the form

Λ =





−P ∗ ∗
κH −2κ ∗

δcωcLc ρκ −2δc





+





(A+BF )′

−B′

B′



P
[
(A+BF ) −B B

]

and, by the Schur complement [17], we have that Λ < 0 is

equivalent to

Λ̄ =







−P ∗ ∗ ∗
κH −2κ ∗ ∗

δcωcLc ρκ −2δc ∗
A+BF −B B −P−1






< 0 (22)

Consider now Q = P−1, ν = κ−1, θc = δ−1
c , X =

HQ and θ2 = δ−1
c ρ. Right and left multiplying (22) by

diag{Q, ν, θc, I} it follows that (19) is equivalent to Λ̄ < 0
and therefore we can conclude that (19) implies that (21) is

verified. Then, the satisfaction of (19) implies that ∆V (x) <
−σV (x) for some 0 < σ < 1, provided x[k] ∈ S. This

results in V (x[k + 1] < (1 − τ)V (x[k]) = τV (x[k]),
with 0 < τ < 1. Hence, it follows that V (x[k]) ≤
τ−kV (x[0]), ∀x(0) ∈ E(P, 1) ⊂ S which ensures that

E(P, 1) is an invariant set and that x[k] → 0 as k → ∞,

i.e. that E(P, 1) is included in the region of attraction of the

origin of the closed loop system (12).

We show now that relation (20) assures that E(P, 1) ⊂ S.

Note that E(P, 1) ⊂ S if

[
x
φc

]′ (

Ω−

[
F̄ ′

ρ̄′

]
1

ū

[
F̄ ρ̄

]
) [

x
φc

]

≥ 0 (23)

∀x, φc such that φ′

cδc(φc − ωcLcx) ≤ 0

where Ω = diag{P, 0}, F̄ = F−G and ρ̄ = 1−ρ. Applying

now the S-procedure and the Schur complement, it follows
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Fig. 3. Nonlinear functions φc(e) and their respective sectors used in the
simulations.

that (23) is satisfied if




P ∗ ∗
−δcωcLc 2δc ∗
F −H 1− ρ ū2



 > 0 (24)

Finally, pre and post-multiplying (24) by diag(P, θc, 1) it

follows that (20) implies (23), which concludes the proof. �

Note that with this approach we can cast the stability

proof of the PTOS into the LMI framework, relaxing some

conditions in the choice of fptos(e[k]). In particular, α can

assume any value provided that φc belongs to the sector

(0, ωc) ∀x ∈ R
2.

Remark 1: An implicit optimization problem is the max-

imization of E(P, 1) such that conditions in Theorem 1 are

satisfied. In [16] are presented the most common size criteria

to perform this maximization. In the numerical example to

be presented is considered the maximization of the minor

axis of E(P, 1) as follows:

max λ :

{
Q− λI ≥ 0,
(19) - (20).

V. SIMULATION RESULTS

This section will present a comparison between the pro-

posed design and the traditional PTOS considering the

damped model (10). Numerical results were obtained from

Matlab R2011b with Yalmip [18] and the solver SeDuMi 1.3

[19].

Let us consider the state-space model (10) with a mass

M = 15 kg, a friction coefficient of c = 15 kg/s, a saturation

force of ū = 1 N and a sampling time ts = 50 ms, leading

to a = 1 s−1, b = 0.07 kg−1. The controller parameters

considered in the simulation results are presented in Table I.

TABLE I

PTOS PARAMETERS

α k1 k2 ke yl
1 30 29.2770 0 0.0333
1.5 30 23.9040 1.3790 0.0333
7 30 11.0657 2.8540 0.0333

−4 −2 2 4

−1

−0.5

0.5

1

 

 

x
2

α = 1.5
α = 7.0

e

0

0

Fig. 4. Ellipsoidal sets E(P, 1) for different values of the acceleration
enhancement factor.
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1

 

 

E(P, 1)

x[k]

x
2

e

0

0

Fig. 5. Trajectories starting at the boundary of E(P, 1) for α = 7.

For α = 1.5 it follows that the sector-bounded nonlinearity

φc satisfies (17) globally with ωc = 1.3 and for α = 7 this

bound results in ωc = 2.8. In Fig. 3, the plot φc × e and the

corresponding sector bounds given by Ωc is presented.

Considering the gains in Table I, the solution of the

optimization problem from Remark 1 results in

P =

[
0.0701 0.0375
0.0375 0.7612

]

,

and λ = 1.3102 for α = 1.5 and

P =

[
0.4470 0.2902
0.2902 1.2239

]

,

and λ = 0.7574 for α = 7. The ellipsoidal sets E(P, 1)
obtained from matrices P above are presented in Fig. 4.

Notice that there is a trade off between the associated

stability region and the acceleration enhancement factor.

Fig. 5 illustrates the behavior of random trajectories starting

on the boundary of E(P, 1) for α = 7. It is important

to point out that all trajectories converge to the origin as
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Fig. 6. Unit step response of the comparative controllers. Note that for
α = 7.0 there is an overshoot of 1%, which may be allowed for performance
improvement in some applications.

k → ∞. Based on this figure we can ensure stability for

position excursions over 1.5m long and velocities near to

1.5 m/s. Hence, although our solution is local, the region

associated is large enough to satisfy several servomechanism

with parameters of similar range to the ones presented in the

example.

Fig. 6 shows the response for the 1 m reference. Notice

that the acceleration profile of the three controllers is very

similar due to the initial saturation. However, controllers with

the acceleration enhancement factor remain saturated for a

longer period of time, resulting in an improved performance.

Also notice that for α = 7 the resulting trajectory presents

an overshoot smaller than 1%, which might be acceptable in

some applications, however, when α = 1.5 no overshoot is

present. The advantages of the proposed approach are also

evidenced in Fig. 7, where the phase plane trajectories for

a 0.4 m reference are plotted. As expected, stage I of the

controllers using α > 1 is longer than that of the original

PTOS.

VI. CONCLUSION

This paper proposed an adaptation of the original PTOS

to deal with damped systems. The discrete controller devel-

oped here relies on transforming the so called acceleration

discount factor into an acceleration enhancement factor. The

resulting performance is superior since the system is allowed

to accelerate for a longer period of time. Stability conditions

of the controller are presented exploring the fact that the

nonlinearity in the control law is an odd function and, by

definition, belongs to a bounded sector. A set of linear matrix

inequalities (LMIs) conditions ensure the local stability of

the closed-loop system.
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