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Abstract—The solution of Markovian models is usually non-
trivial to be performed using iterative methods, so it is well-
fitted to simulation approaches and high performance imple-
mentations. The Bootstrap simulation method is a novel simula-
tion technique of Markovian models that brings a considerable
improvement in the results accuracy, notwithstanding its higher
computation cost when compared to other simulation alterna-
tives. In this paper, we present three parallel implementations
of the Bootstrap simulation algorithm, exploiting a multi-core
SMP cluster. We discuss some practical implementation issues
about processing and communication demands, as well as
present an analysis of speedup and efficiency considering dif-
ferent models’ sizes and simulation trajectory lengths. Finally,
future works point out some improvements to achieve even
better results in terms of accuracy.

Keywords-Markovian models; Discrete-event simulation; Sta-
tistical techniques; Parallel algorithms; Multi-core SMP clus-
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I. INTRODUCTION

Markovian models are very useful in many domains (e.g.,
bioinformatics, economics, engineering, among others) to
describe complex system interactions using mathematical
methods for solving the linear systems of equations [1]. The
results of these models provide quantitative performance in-
dices that can be used to indicate bottlenecks/configurations
where the system will degrade or malfunction [2], [3], [4],
(5], [6].

However, due to a large amount of possible configurations
of those models, an efficient numerical solution becomes
intractable and easily dependable on the available com-
putational resources [1]. Iterative solutions (e.g., SOR [7]
or Power Method [1]) are usually bounded by memory
and computational power and, hence, simulation techniques
become an alternative to the solution of Markovian models.

In Markovian simulation contexts, an elementary goal is
to generate independent samples for latter statistical analysis,
which means to collect observed states in a chain or network
of chains, e.g., Stochastic Automata Networks (SAN) [8].
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The main idea is to perform a random walking given the set
of possible states that the system assumes and, from an initial
state, jump to another state, if a transition is defined. This
process defines a simulation trajectory and the user must
choose the way to compute the state probability distribution,
accumulating the number of times each state is visited
given a trajectory length. Many examples use the generation
of discrete events combining them with non-trivial data
structures that save important information regarding the
simulation execution [9], [10], [11], [12].

It is common to run the simulation for long trajecto-
ries with the purpose of accuracy improvement, since the
precision is directly related to the number of samples that
was produced. Many improvements have been introduced in
different simulation techniques, such as Monte Carlo [13],
Perfect sampling [14] and even in traditional simulation [15],
in order to achieve even more precise results. Indeed,
there are several advances concerning the parallel sampling
technique for Markovian models. Recently, the Bootstrap
simulation demonstrates remarkable results to improve ac-
curacy [16], however, its usage is impaired due to high
computational costs to produce repeated batches of samples.
A first parallel implementation of this novel technique has
been proposed [17], but there is room for improvements and
broader discussions.

Our main contribution is to introduce faster parallel
implementations of the Bootstrap simulation. In order to
exploit parallelism in a multi-core SMP cluster [18], [19],
we use pure MPI and also a hybrid programming model
with MPI and OpenMP. Moreover, we present broader dis-
cussions about performance issues of the parallel Bootstrap
implementations, focusing our attention on the simulation
results accuracy.

The remainder of this paper is presented as follows. Sec-
tion II presents the Bootstrap simulation technique applied
in the context of Markovian simulation, discussing about its
accuracy and processing time. Section III describes three
parallel implementations of the Bootstrap simulation algo-
rithm. In Section IV, we present three Markovian models
used to measure the parallel implementations’ performance
and show the results for different simulation trajectory
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lengths and model’s sizes. Finally, the conclusion points
out some parallelization issues and future works draws the
possibility of blending the Bootstrap technique with other
sophisticated simulation methods.

II. BOOTSTRAP METHOD APPLICATION

Bootstrap is a well known statistical technique [20] ap-
plied to many fields to improve accuracy when perform-
ing sample estimations for complex distributions [21]. The
method’s objective is to discover the distribution in random
samplings A of size n directly extracted from the population
A, i.e., A C A. When observing A, the n samples are drawn
with probability % and that is proved to represent the un-
known population as closely as possible. That concept helps
improving the methods’ accuracy since the main feature of
using Bootstrap is to work with sample replacement, i.e., the
obtained values could be repeated throughout the process.

Figure 1 presents the Bootstrap method applied to the
Markovian models simulation context. For more detail of
this new simulation technique using the Bootstrap method,
we suggest the reader to consult [16].
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Figure 1.

Bootstrap simulation method schema.

Algorithm 1 presents the procedure of the Bootstrap
simulation method depicted in Figure 1. In this algorithm,
variables and vectors are initialized at lines 1-4. We denote
S as the set of model states, where |S| is the cardinality
of this set, i.e., the model’s size. The random walking that
traces the simulation trajectory of length n is performed at
lines 5-15. The next-state s, on the trajectory is calculated
from state s at line 6, using a pseudorandom generator U
uniformly distributed in (0..1) by a transition function ¢.
The core of the bootstrapping process, which is done by
counting repeated batches of samples in the z bootstraps’
vectors K, is performed at lines 7-13. Those vectors are
normalized at lines 16-24 and stored in z. At last (lines
25-30), the average probabilities of every state, which are
computed according the vectors z, are stored in 7.
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Note that z x n samplings take place for every trajectory
step, comparing each pseudorandom value against an arbi-
trarily chosen constant value « between 0 and n — 1. If the
pseudorandom generated value is equal to « (line 9), the
state is counted in the correspondent bootstrap K (line 10).
Previous work [16] demonstrates that it is possible to only
perform 7 trials instead of n, where n < n.

Algorithm 1 Bootstrap simulation method

I: a < U(0..n — 1) {choose a constant value « initialization’}
2: 7 <— 0 {initialization of the probability vector m of size | S|}
3: K < O {initialization of all z bootstraps K }

4: s < so {set state s as initial state so}

S5: fort =1ton do

6:  Spew<s— P(s, U(0..1)) {computes sue, from s according to U(0..1)}
7: for b=1to z do

8: for c =1to n do

9: if (U(0..7n — 1) == «) then

10: Ky [snew] < Kp[snew] + 1 {counts a sample in the bootstrap}
11: end if

12: end for

13:  end for

14: S < Spew {current state s is updated 10 Syey }

15: end for

16: for b =1 to z do

17 w<+0

18: fori=1to |S| do

19: w  w + Ky[i] {accumulates in w the Ky values}
20:  end for
21:  for i=1to |S| do
22: Tpli] + K%m {normalizes the probability of i-th state}
23:  end for
24: end for
25: for i = 1 to |S| do
26:  for b=1to z do
27 w[t] < 7[i] + Zp[d]
28: end for
29 wi] « # {computes the final average probabilities}
30: end for

Figure 2 presents the simulation times (depicted by the
bars) and the obtained maximum absolute errors (plotted
by dotted lines) for three Markovian models: ASP, FAS and
RS, which are described in detail in Section IV-A. For these
models, we have performed the Bootstrap simulation method
varying the trajectory lengths from 1e+05 to 1e+09.

100000 T T T T T T T T T T T T 4.50e-03

4.00e-03

10000

3.50e-03

=
%
4300003 E-
" g
1000 b % 1 g
2 i ] 250e-03
5 H >
= w0 i 1 s
1150003y
H =
H g
ol ok . - 1.00e-03
b * 1 5.00-04
()
[ 'S ..
1 = .l Bm.m 0006400
> » @ @ o > 2 @ @ o 2 2 @ @ o
22222 222 2¢ 222922
558558 55585 55858
23388 23388 3332383
ASP model FAS model RS model
Simulation trajectory length
Figure 2. Simulation times vs. Maximum Absolute Errors.



Observing the results presented in Figure 2, it is evident
that the simulation of long trajectories (i.e., 1e+09) using the
Bootstrap method can directly impact on the results accu-
racy, since they produce maximum absolute errors inferior
to 1e-05 . However, the execution of those long trajectories
demands a considerable simulation time.

As the bootstrap vectors can be independently computed,
one can devise parallel algorithms, focusing on parallel
resamplings to enhance the execution time of long run
trajectories. Once the samples can be generated in a fast
manner, the number of samples could also be augmented in
order to improve results accuracy.

IIT. PARALLEL BOOTSTRAP IMPLEMENTATIONS

Considering that previous performance analysis of the
sequential simulation process have pointed out a need of
optimization in bootstrapping process (Figure 2), we present
three parallel implementations for multi-core SMP clus-
ters in order to achieve better performance results. These
implementations differ in the workload distribution and
programming model.

We have started with a pure MPI implementation (pure-
MPI) to profit of different machines, measuring the im-
pact of communication [17]. The second approach named
Hybrid-I was implemented using a hybrid programming
model with MPI and OpenMP. Due to thread management
overheads found in the Hybrid-I implementation, we have
developed an optimized approach, named Hybrid-II.

A. Pure MPI implementation (pure-MPI)

This approach uses only MPI primitives and aims splitting
the z bootstraps among a given number C' of cluster nodes.
The implementation also uses a static scheduling strategy
based on a fairly workload distribution (Figure 3).
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Figure 3. Pure-MPI parallel approach schema.

In this approach, each node performs the bootstrapping
process for the number of bootstraps assigned until the end
of the trajectory length. At the end of the computation, the

results stored in each individual probability vector need to
be synchronized with the first node, which is responsible for
computing the final probability vector. The synchronization
process is accomplished via the MPI_REDUCE routine that
performs a global update of the probability vector. Note
that we have used only one MPI process for each node,
since our application demands a high memory cost per
process. The use of more than one MPI process per node
in our application can exceed memory bounds and a hybrid
MPI/OpenMP implementation is more suitable.

B. Hybrid MPI/OpenMP implementation (Hybrid-I)

An advantage of the Bootstrap simulation method is that
the steps related to the bootstrapping process are completely
independent, so beyond a parallel approach that equally dis-
tributes the workload among nodes, one can take advantage
of the possible intra-node parallelism (Figure 4).
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Figure 4.  Hybrid-1 parallel approach schema.

In this approach, named Hybrid-I, the bootstrapping pro-
cess in each node is also parallelized using the combined
parallel work-sharing loop construct #pragma omp parallel
Sfor from OpenMP [22]. This construct is used to parallelize
the loop at line 7 (Algorithm 1), following a static scheduling
strategy defined via the static schedule clause. Therefore, the
intra-node computation is distributed among a given number
of threads on each node.

C. Enhancing the Hybrid-1 approach (Hybrid-II)

This approach uses the same parallel schema presented in
Figure 4, taking also advantage of the possible intra-node
parallelism. However, instead of create a parallel region at
each step in the simulation process (Hybrid-I approach),
Hybrid-II implementation creates only once the parallel
region. Therefore, a parallel region integrates the whole
simulation process (Algorithm 1, lines 5-15), minimizing
possible overheads related to the thread management. The
workload distribution is performed splitting the number of
bootstraps assigned for each node among threads.
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IV. PARALLEL PERFORMANCE EVALUATION

The Bootstrap simulation method presents a computa-
tional cost related to the trajectory length (n), the number of
bootstraps (z) and the number of trials () in the resampling
process. However, some Markovian models present different
characteristics (e.g., large state spaces, sparse transition
matrices, among others) that could impact on the method’s
performance, depending also on the parallel approach. In
order to verify the trade-offs of using both MPI and OpenMP
based solutions, we have executed simulations for three
classes of models [23], [9], [24], varying the models’ sizes
(i.e., very small models and considerably large models) for
a more comprehensive analysis.

Following, we present models originally described by the
Stochastic Automata Networks (SAN) formalism [8], which
is a structured Markovian formalism [25], i.e., they could
have a large underlying Markov chain depending on the
number of automata and their complex transitions.

We have performed experiments in a multi-core SMP
cluster composed of eight homogeneous machines inter-
connected via a Gigabit Ethernet network. Each machine
consists of two Intel Xeon E5520 (Nehalem) Quad-core
processors with the Intel Hyper-Threading technology (16
logical processors) and 16 GB of memory. Each processor
runs at 2.27 GHz and 8 MB L3 shared by all cores. The
software stack is a Linux O.S. with the libraries OpenMPI
1.4.2 and OpenMP 2.5.

A. The simulated Markovian models

ASP (Alternate Service Pattern) model describes an
Open Queueing Network [1] with servers that map different
service patterns. The model has four queues represented
by four automata, an additional automaton representing the
service patterns. This model has reachable state space (RSS)
given by (K + 1)* x P states, where K is the capacity of
the queues and P the number of service patterns.

FAS (First Available Server) model indicates the avail-
ability of N servers, where every server is composed of a
two state automaton, representing the two possible server
conditions: available or busy. In the model, requests are
firstly assigned to the first server. If the server is busy, the
task must be assigned to the second server and so on, i.e., the
first available server is assigned to the request. This model
has RSS equal to 27 states.

RS (Resource Sharing) model maps R shared resources
to P processes. Each process is represented by an automaton
with two states: idle or busy. The number of available
resources is represented by a function that only grants access
to the busy state if there is less than R process in the busy
state. This model represents 2P states and, the number of
reachable states is just 31 (%), where () is the number
of i-combination of a P-sized set, i.e.: (l) = “(PL;.)!.

The set of small models was parametrized as follows: ASP
model - every queue with capacity two (K = 2) and two

service patterns (P = 2); FAS model - with nine servers
(N = 9); and RS model - with 10 processes (P = 10)
and five resources (R = 5), giving respectively models with
reachable state space sized 162, 512 and 638 states. And for
large models: ASP model - every queue with capacity fifty
(K = 50) and four service patterns (P = 4); FAS model -
with twenty five servers (N = 25); and RS model - with 25
processes (P = 25) and fifteen resources (R = 15), giving
respectively models with reachable state space sized around,
respectively, 27, 33 and 29 million states.

B. Experimental results

We have performed a set of experiments' to verify the
performance of the parallel implementations, running the
Bootstrap simulation for our models (Section IV-A) over 1
(sequential implementation), 2, 3,4, 5, 6, 7, and 8 nodes. The
experiments were conducted considering 36 bootstraps (z =
36) and trajectory lengths (n) of 1e+06, 1e+07, 1e+08, and
1e+09. Previous work [16] has analyzed the impact of the
number of bootstraps on the results precision considering
the aforementioned Markovian models. We have assumed
36 bootstraps in our experiments in order to obtain a fair
workload distribution among nodes. Table I describes how
the bootstraps were distributed among the nodes.

Table I
NUMBER OF BOOTSTRAPS ASSIGNED TO EACH CONFIGURATION.

Number of bootstraps in each node

Configuration 15t 9nd grd 4th gth gth qth  gth
1 | 36 \
2 18 18
3 12 12 12
4 9 9 9 9
5 8 7 7 7 7
6 6 6 6 6 6 6
7 6 5 5 5 5 5 5
8 5 5 5 5 4 4 4 4

Figure 5 presents, respectively, the time spent in seconds
for the simulation of large and small models. There are one
chart to each trajectory length (from 1e+06 to 1e+09), where
there are three sets of bars showing the results of each model
(ASP, FAS and RS). At each set of bars representing a given
model, there are eight bars representing the simulation times
over each configuration. Each bar is split in five colors:

e green - concerns the process of discovering the next-

state in the simulated trajectory (Algorithm 1, line 6);

o red - related to the bootstrapping process (lines 7-13);

e blue - related to the normalization of the bootstrap

vectors (lines 16-24);

e yellow - concerns the time spent in communication

among nodes;

e brown - related to the computation of the average state

probabilities (lines 25-30).

1Our results were computed considering the average of 30 trials taking
a 95% confidence intervals into account. Therefore, the time in seconds
presented in Y-axis is statistically validated.
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(a) Large models

(b) Small models
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Figure 5. Parallel simulation performance analysis (pure-MPI) for large models (a) and small models (b).

1446




Observing Figure 5 (a), we notice a deficient optimization
regarding the parallel simulation times for the pure-MPI ap-
proach considering a trajectory length equal to 1e+06. These
deficient parallel results for large models are due to the fact
that increasing the number of nodes there is an increasing
on the communication costs, where large vectors must be
updated. Remark that increasing the trajectory length to
le+07, the bootstrapping process time augments but the
communication costs remain approximately the same. It is
important to notice that the Y'-axis increases one order of
magnitude as the trajectory length augments. This observa-
tion is confirmed looking at the results for n=1e+09, where
there are gains in terms of speedup, since the communication
time is irrelevant in comparison to the bootstrapping process
time. Moreover, the maximum speedup factor is limited to
eight, since we have used only one MPI processes per node,
as described in Section III-A.

Figure 5 (b) depicts the simulation performance for the
small models. It is possible to perceive the major drives
for the parallel implementation of the Bootstrap simulation.
Small models have an irrelevant communication cost due to
the size of the vectors that must be updated (around hundred
of states for our experiments). On the contrary, large models
need to update large probability vectors (around 30 million
position).

Observing the processing time requirements for small and
large models (Figure 5), we observe that those models have
quite similar demands to the bootstrapping process. That fact
indicates that the processing demand is almost bounded only
by n, and it is independent of the model’s size.

Figure 6 shows the simulation time in seconds for the
ASP, FAS and RS models for n=1e+06, where 36 bootstraps
were distributed among 1, 2, 4 and 8 threads. Surprisingly,
the Hybrid-I results were extremely bad in comparison to
pure-MPI.
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Figure 6. Parallel simulation performance analysis (Hybrid-I).

Observing Figure 6, it is possible to notice that the sim-
ulation time increases as the number of threads augments.
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For instance, the sequential time for n=1e+06 (ASP model
- K=2; P=2) using pure-MPI - Figure 5 (b) - is around 15
seconds, whereas Hybrid-I with one node and 8 threads is
about 70 seconds. The long execution time can be explained
by the thread management overhead due to the parallel
region is created and terminated n times.

Figure 7 presents the simulation time results using
Hybrid-1I. At the X-axis, the number in parenthesis in
each configuration means the maximum number of threads
created in each node considering the assigned workload.
It is also evident a deficient optimization concerning the
simulation times for n=1e+06 for large models. This poor
optimization is also due to the communication costs. These
costs are less evident for n=1le+07 and even less for
n=1e+09. In this approach, the bootstrapping process times
for small and large models have also quite similar demands.
Moreover, the occurrence of the flattening behavior in the
parallel simulation times (configurations 5, 6, 7, and 8) is
due to the similar workloads distributed for each node (i.e.,
36 bootstraps fairly distributed among a given number of
nodes). This observation is confirmed by Figure 7, where the
bootstrapping process times for all three models are really
close to each other.

Table II presents the achieved speedups for the ASP,
FAS and RS models, where n varies from 1e+06 to 1e+09
using the pure-MPI approach (configuration 8) and Hybrid-
II (configurations 4, 5 and 8 with, respectively, a maximum
of 9, 8 and 5 threads per node). Remark that the speedups are
inferior to 5 times for pure-MPI for all models and different
trajectory lengths. However, Hybrid-II has significantly im-
proved the speedups to more than 24 times for small models
- Table II (a). But, configuration 4 (9) and 5 (8) have reached
about 80% efficiency, whereas configuration 8 (5) has only
reached around 50%. There is a considerable improvement
in terms of speedup between the first (pure-MPI) and the
last (Hybrid-II) parallel approach.

Similar results are obtained to large models using pure-
MPI - Table II (b) - where the speedups are also inferior to
5 times. For Hybrid-II, the speedups for n=1e+06 are not
significant either, since the communication times are evident
regarding the total simulation time. Nevertheless, for long
run trajectories (n=1e+09), besides these trajectories provide
small maximum absolute errors (i.e., inferior to 1e-05), those
experiments for configuration 5 (8) have achieved the best
speedups (around 35 times, which are really close to the
ideal in this case) and really good efficiency, nearly, 90%.

Figure 8 presents the speedups (plotted by dotted lines)
and efficiencies (depicted by the bars) for small and large
models (for long run trajectories, n =1e+09). It is more
evident the fact that the speedup between configurations 5
and 8 remains the same, however the efficiency considerably
drops. Observe that the efficiency for large models (config-
uration 3) is superior to 100% due to the Hyper-Threading
technology.
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Table 11
PARALLEL SIMULATION PERFORMANCE ANALYSIS.

(a) Small models (b) Large models
. . pure-MPI Hybrid-I1 . . pure-MPI Hybrid-11
Model | n i s 10| 568 | « 8(5) 8 19| 5 | conf 505
Time (s) | Speedup | Effc. (%) | Speedup | Effc. (%) | Speedup | Effc. (%) | Speedup | Effc. (%) Time (s) | Speedup | Effc. (%) | Speedup | Effc. (%) | Speedup | Efic. (%) | Speedup | Efic. (%)
le+06 15.73 4.85 7.59 24.58 76.81 30.25 75.63 30.84 48.19 23.86 257 4.02 3.22 10.05 3.41 8.52 3.67 574
ASP le+07 157.23 4.84 157 24.30 75.94 32.96 82.41 31.76 49.63 165.70 4.34 6.78 13.34 41.69 15.22 38.04 16.33 2551
le+08 1,573.43 4.84 7.56 2423 75.72 3291 82.28 32.54 50.85 1,585.07 4.83 7.54 25.24 78.87 23.99 59.97 33.57 52.46
le+09 15,727.80 4.84 7.56 24.39 76.21 3297 82.43 32.66 51.03 15,845.82 4.95 773 28.01 87.54 35.50 88.76 3551 55.49
le+06 15.76 4.85 7.58 23.52 7351 31.52 78.80 31.52 49.25 25.78 240 3.74 2.85 8.91 2.96 7.40 3.11 4.86
FAS le+07 157.66 4.86 7.59 2491 77.83 31.91 79.79 31.79 49.67 171.52 4.31 6.74 12.28 38.37 14.12 35.29 14.66 2291
1e+08 1,575.08 4.86 7.59 24.75 77.36 33.18 82.95 33.63 52.54 1,628.67 4.94 7.71 25.12 78.49 32.78 81.96 33.66 52.60
1e+09 15,768.10 4.87 7.60 22.92 71.62 33.79 84.47 33.90 52.96 16,132.05 4.99 7.80 28.18 88.07 35.30 88.25 35.44 55.38
le+06 15.78 4.81 7.52 2223 69.45 23.21 58.01 20.23 31.61 25.80 2.62 4.09 3.05 9.53 3.40 8.51 3.66 573
RS le+07 157.84 4.82 7.54 23.08 72.11 30.89 77.22 31.13 48.64 166.89 4.30 6.72 12.85 40.15 14.80 36.99 15.54 24.28
) le+08 1,579.74 4.83 7.55 2327 72.73 29.14 72.85 31.15 48.67 1,595.79 4.89 7.64 25.07 78.34 32.98 82.44 3345 5227
le+09 15,788.10 4.83 7.54 23.31 72.86 31.44 78.59 31.20 48.76 15,812.67 4.90 7.65 27.94 87.30 35.13 87.83 35.70 55.78
w . Smallmodelsn=1e+0%) Observing the results we identify that the challenge to
W | . . .
saan il 1w achieve best efficiency is to guarantee an adequate load
%0t 1w balance in a minimum communication overhead. In our
1o experiments we are aware that the number of bootstraps
PP ‘ 1o B can directly influence in the overall efficiency, which is
=% g ) s
3 Ll " |y, & also dependent on the number of nodes/processors and the
& “ < correspondent distributed workload.
i ] ] B
o 1o~
o H 5 V. CONCLUSION
4 i -4 20
T ; I 1w The execution of a process where independent tasks
] i 1 c .
\ " , are distributed among several processors lead us a bet-
TEoASeTE TEeMLeTE 1o eseTS ter performance than when the pure sequential version is
Configuration performed. Nevertheless, the Bootstrap simulation method
Large models (n = le+09) allows the generation of samples in an independent manner
T which is trivial in terms of parallelization efforts. We have
. "saa - punl noticed that the computational cost issues, and related open
; ; i challenges to face these classes of problems, are specifically
T | . 5 1o directed to two concerns:
v i " = Lo . . .
i | | ! 1 & « an efficient implementation of transition function ¢ to
- 60 . . . . .
j% » L MK | & compute samples in simulation trajectories;
1o 2 o adapting parallel sampling techniques to mitigate the
BEOW = . 1 efforts related to the simulation of structured Markovian
ol b {2 models.
i . a An important contribution of this paper is to propose
5 0 . . . . .
tEo4seTs 1Zo4seTs 12345678 an efficient parallel implementation of a novel simulation
Configuration algorithm, achieving a considerable speedup for very large
Figure 8. Speedup vs. Efficiency (Hybrid-II). models (i.e., tens of millions states), specially when quite

Remark that the computational problem of simulating
Markovian models is mainly related to the large amount of
samples needed to obtain an accurate probability distribution
among states, i.e., long run trajectories are recommended.
Additionally, using the Bootstrap method, we have included
an overhead of computations to generate resamplings at
each step of the simulated trajectory. Regarding all per-
formed experiments, Hybrid-II have demonstrated to be a
good option to speedup the Bootstrap simulation algorithm,
maintaining results accuracy using long run trajectories.

long run trajectories were needed (i.e., billions of transi-
tions). The speedups were also consistent for different mod-
els, delivering a nearly 5 times speedup for the configuration
8 using the pure-MPI approach, and about 30 times for
configurations 5 and 8 using the Hybrid-II approach. In
addition, our contribution consists in the comprehension that
the computational demands of the bootstrapping process
depend only on the simulation trajectory length, while the
communication demands depend only on the model’s size.
That fact is confirmed in both parallel approaches pure-
MPI and Hybrid-II, allowing a better choice of configuration
according to the simulation to be performed.
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The focus of this research is on the parallel performance
analysis of the Bootstrap simulation algorithm, exploiting
different characteristics of multi-core SMP clusters. But it
is also important to notice the obtained gains related to the
simulation times needed to perform long run trajectories,
which allow us to achieve more accurate results (where the
maximum absolute errors are inferior than 1e-05).

Previous works [16] have analyzed the usage of tens
of bootstraps in the bootstrapping process over one single
node using only one processor. However, multi-core cluster
environments allow us to perform the simulation of a model
using hundred of bootstraps distributed over many nodes
with many processors. Regarding future works, a further
study may be considered about the impact of the number
of bootstraps on the simulation results accuracy.

Moreover, it is also possible to foresee improvements
in the Bootstrap simulation method itself in order to con-
sider the subsystems’ state in a global dynamic, rather
than inspecting directly the wide global state. We also
foresee to incorporate the parallel sampling process with
more sophisticated simulation approaches, such as Perfect
Simulation [26].

Nonetheless, the results already obtained by the parallel
approaches of the Bootstrap simulation algorithm allow quite
important time savings in the solution of huge Markovian
systems, which are impractical to solve with the current
numerical software tools [27], [28]. That is an important
fact that itself justifies the research effort involved in this
work.
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