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Abstract— This paper presents an extension of the Hellfire
Framework (HFFW), providing an intuitive and powerful web
interface to build, test and debug a complete Multiprocessor
System-on-Chip (MPSoC). Among the new functionalities pre-
sented, it is possible to highlight: i) the architecture builder
tool, used to set up all the MPSoC architecture; ii) the possi-
bility to use a Network-on-Chip (NoC) as the communication
mean, and; iii) a new simulator, providing a fast and accurate
high level Instructions Set Simulator (ISS) with a miss ratio less
than 5%. In order to validate the new simulator accuracy several
tests were taken, first using traffic generators and then an imple-
mentation of the Secure Hash Algorithm (SHA). The achieved
results are discussed throughout the paper.
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I. INTRODUCTION

Since MPSoC have been introduced as a common Embedded
Systems’ implementation alternative, one of the main design is-
sues concerns in the way communication between internal com-
ponents is done. As the amount of components grows, some
older approaches, like buses, tend to be less adopted, especially
because of the low scalability, resulting in the increasing design
complexity [1].

Traditional bus-based systems have the communication of the
system as a common bottleneck, affecting its overall perfor-
mance [2]. To solve this issue, one of the most popular ap-
proaches consists of using NoC-based solutions.

In this context, NoC-based systems provide better commu-
nication performance [3], as routers are responsible for the
communication management, by correctly directing packets ex-
changed over the network. Each point of the network consists
of a router and a component attached to it. For instance, proces-
sors and memories can be attached to each router of the NoC.
Still, NoCs usually have improved energy efficiency and relia-
bility [4] and high reusability levels.

Another design issue related to the embedded systems project
is that many restrictions are found, like area size, memory lim-
itation and energy consumption, yet with a development time
getting smaller and smaller due to time-to-market. Development
platforms, like Le Moigne et al [5] and Yoo et al [6] try to re-
duce the development time, providing features that speed it up,
such as simulators and debugging tools.

Thus, this paper introduces a new version of the Hellfire
Framework [7] and all modifications made in order to provide
the possibility to use a NoC as the MPSoC’s communication
mean, including a new ISS and a powerful web interface to build
and debug a complete MPSoC.
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The remainder of the paper is organized as it follows. Sec-
tion 2 shows some related work. Section 3 presents the Hellfire
System, used as the base architecture in this work. Following,
a high-level model of a NoC that extends features of Hellfire is
described in Section 4. Results are presented in Section 5 and,
finally, Section 6 concludes the paper besides presenting some
future work.

II. RELATED WORK

There are many tools for simulating and debugging embedded
softwares. These tools enable designers to evaluate and verify
systems in earlier stages of software and hardware development.
In this section we present simulators that accomplish the task of
evaluating both interconnection media and processor.

MP-ARM (8] is a simulation platform for MPSoCs which is
based on SystemC to provide the simulation environment. Since
SystemC is used, hardware and software can be described in the
same language. So, a model of AMBA bus compliant communi-
cation architecture is described in SystemC, while an Instruction
Set Simulator (ISS) of ARM Processors is used to debug appli-
cations. The problem of this approach is that it requires wrap-
pers to integrate interconnection bus and processors, resulting in
the system bottleneck.

MC-Sim [9] is a heterogeneous multi-core simulator frame-
work which is capable of simulating a variety of processor,
memory, NoC configurations and application specific coproces-
sors. MC-Sim offers a cycle-accurate and functional ISS based
on SESC Simulator [10] to model processor cores. It also con-
tains a detailed structural and cycle-accurate model for the NoC
representation, beyond C-based models to simulate application
specific coprocessors. This framework supports multi-tasking
and simulate multi-threaded applications, but in order to ensure
the tractable simulation of multiple cores, a full OS is not avail-
able. Although there is a lack of intelligibility in how the NoC
is modeled, the domain of this work is similar to the proposal
that will be presented in this article.

HVP (High-level Virtual Platform) [11] is a framework that
supports developers at early MPSoC software development.
HVP simulator is built on top of SystemC and it allows de-
velopers to integrate in-house processor simulator with third
party ISSs. Until then, wrappers for ISSs generated by LISATek
processor designer were available, but as MP-ARM, it requires
wrappers to overcome the issue of executing different simulators
simultaneously. The framework also provides a native simulator
that does not require previous knowledge of the architecture and
offers speedups of more than 2x compared to ISSs, but this ap-
proach is not efficient to evaluate real-time restrictions. Another
issue of HVP is that in order to make simulator generic, de-
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tails of the target platform are abstracted away and the commu-
nication of these models are performed through generic shared
memories. It means that the impact of the communication media
chosen may not be efficiently evaluated by the framework.

Schonwald et al [12] proposed a framework that enables the
integration of IP-components through different NoC architec-
tures is presented. Configurations such as NoC topology(mesh,
torus or hypercube), number of incoming and outgoing ports
for switches, routing algorithm, forwarding mechanism, packet-
and flit-size as well as size of the input and output buffers of
the switch can be made. As NoC architecture, the interface
to integrate IPs is described in XML by an IP-XACT [13] in-
terface description that is a standardized exchange format for
the interface description of IP-components. Such approach en-
ables the interconnection of application specific hardware com-
ponent modeled in SystemC as well as ISSs. Finally, a modified
SimpleScalar [14] ISS can be connected to the SystemC sim-
ulation model by using shared memory and Memory Mapped
10. In spite of the wrapping problem, as [8] and [11], this work
contains distinct characteristics like a model to inject faults and
broken states to switches or links and also a good range of NoC
configurations to explore architectures.

In Aguiar et al [15] and Johann et al, a methodology for soft-
ware execution time and energy consumption estimations of ho-
mogeneous MPSoCs is presented. It is composed by a design
flow and a simulation tool. The simulation tool is written in
C and can form bus-based interconnections and also integrate
until 128 in-house Plasma [16] processor simulators. This pro-
posal extends the design flow of these works to simulate and
evaluate different configurations of NoC-based architectures in
earlier stages of software and hardware development.

III. HELLFIRE SYSTEM

The Hellfire System is a set of tools focused on the devel-
opment of embedded systems. It provides its own design flow
that comprehends different abstraction levels, from C applica-
tion development to FPGA prototyping. This design flow is
supported by several tools and modules that compose the Hell-
fire Framework (HFFW). From a single processor point of view,
the designer can develop the application C code and run it over
the Hellfire Operating System (HFOS), which is a highly con-
figurable real-time modular micro-kernel based OS. From the
platform point of view, the designer can add processors to the
system, configure each one of them and, by using the HFOS
API, develop parallel embedded applications which are able to
exchange data and even migrate tasks.

A. HellfireOS

The HellfireOS (HFOS) [15] is a real-time operating system
(RTOS) developed in order to ensure maximum flexibility in its
configuration thus allowing a high level platform customization.
To enable such feature, the HFOS was implemented in a modu-
lar way, where each module corresponds to some specific func-
tionality.

Figure 1 shows the kernel modular organization, where all
hardware-specific functions are defined in the first layer, named
HAL (Hardware Abstraction Layer). The uKernel lays just

above this, along with communication, migration, memory man-
agement and mutual exclusion drivers, as well the API, which
are placed over the uKernel layer. The user applications belongs
to the top layer.

uKernel

HAL

Fig. 1. HellfireOS Structure

Due to its modular implementation, HellfireOS is easily
portable to others architectures, requiring only the rewrite of the
hardware-dependent functions, such as the interrupt service and
its initialization and the context switch.

In order to optimize the kernel final size, allowing the HFOS
usage even in architectures with area limitations, some param-
eters like the users tasks maximum number, the stack and heap
size and the drivers usage, are configurable.

Another configurable parameter is the activation bit used by
the timing register, which determines the system tick size. The
tick size corresponds to the minimum temporal unit of the sys-
tem and can be used in a predetermined interval, varying from
0.32 ms to 83.88 ms. Figure 2 shows the relation between the
core frequency and the activation bit.

Core Freq Activation bit [ Tick time (ms) [ Ticks/second
15 1.31 763.36
16 2.62 381.68
17 5.24 180.84
25 MHz 18 10.48 95.42
19 20.97 47.69
20 41.94 23.84
21 83.88 11.92
15 0.99 1010.10
16 1.98 505.05
17 3.97 251.89
33 MHz 18 7.94 125.94
19 15.88 62.97
20 31.77 31.48
21 63.55 15.74
135 0.65 1538.46
16 1.31 763.36
17 2.62 361.68
50 MHz 18 5.24 190.84
19 10.48 95.42
20 20.97 47.69
21 41.94 23.84
15 0.49 2040.82
16 0.99 1010.10
17 1.98 505.05
66 MHz 18 3.97 251.89
19 7.94 125.94
20 15.88 62.97
21 31.77 31.48
15 0.32 3125.00
16 0.65 1538.46
17 1.31 763.36
100 MHz 18 2.62 381.68
19 5.24 190.84
20 10.48 9542
21 20.97 47.69

Fig. 2. Tick Time x Core Frequency

B. N-MIPS

Gate-level simulations are useful to get accurate execution
time and energy consumption. However, even for simple sce-



narios this technique represents prohibitive time to run. This
leads designers to develop high-level simulation tools.

In Hellfire Framework, N-MIPS, an instruction set simula-
tor of the MIPS-I, was implemented [15]. It runs native object
code, executing it according to the hardware implementation of
Plasma processor. On top of that, facilities like cycle count-
ing and energy consumption measurement were implemented.
A timing and functional emulation of the UART was also im-
plemented. All these tools allow designers to evaluate energy,
performance and behavior of different algorithm implementa-
tions with N-MIPS. Additionally, several reports are generated
by simulator through output facilities of the operating system:
(a) application type, (b) energy consumption, (c) load behavior,
(d) deadline miss ratio, (e) migration monitoring and (f) com-
munication traffic. If one of the previous listed requirements is
not satisfied, the designer can come back to previous steps on
the design flow and perform refinements on application and ar-
chitecture.

Due to hardware limitations only 128 processors can be repre-
sented on a simulation. These processors communicate through
a bus that, as processors, is modeled at high-level and has its
behavior and energy consumption annotated. The high-level
model of the MPSoC is based on a custom bus architecture that
was described in VHDL, simulated and prototyped in FPGA.

Regarding the fact that N-MIPS can only represents homoge-
neous architectures no wrappers are needed to integrate bus with
processors. The whole architecture is simulated at the same pro-
cess without the need of interprocess communication techniques
on the host. It conducts to better simulation times, and it repre-
sents a faster development environment.

C. Hellfire Framework

The Hellfire Framework (HFFW) [7] allows a complete de-
ployment and test of parallel embedded applications, defining
the HW/SW architecture to be employed by the designer. The
HFFW is divided in three modules as it follows, and discussed
along the remainder of this section.

The Hellfire Framework modules are:

o HellfireOS;
o N-MIPS MPSoC Simulator, and;
« architecture builder.

Section 3-A already covered HellfireOS and its characteris-
tics, and the ISS was presented in Section 3-B.

The third module, called architecture builder, is used to spec-
ify the target architecture and to configure all the HellfireOS pa-
rameters. All system configurations can be made through a web
interface designed to favor the project development. The devisor
can easily create and test a complete MPSoC using all available
tools. Figure 3 shows the architecture builder main window, still
without any processors or communication means.

It is possible to notice that the designer can choose between
five different MIPS-like processors [17] and two communication
means, either bus or NoC. To set up all system, the only thing the
designer needs to do is to drag-and-drop the boxes representing
the desired modules.

Figure 4 illustrates an MPSoC formed by nine processors in-
terconnected by a 3x3 mesh NoC. The designer can now con-
figure each processor individually, or all of them at once. It is
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Fig. 3. Architecture Builder Window

possible to configure all HellfireOS images' as well, which is
shown on Figure 5. All OS parameters can be defined by just
checking or unchecking buttons on the web interface and the all
system is automatically built on the background.
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It is important to highlight that all design flow presented in
[7] is still valid, only with a new communication possibility.

Lin this context, image corresponds to the binary file that will be generated
after compiling the system, and will be simulated on the ISS and/or prototyped
directly on hardware



I1V. HIGH-LEVEL NoC MODEL

To achieve better simulation times, a high-level of a 2D mesh
architecture was implemented. Others topologies such as torus
and hypercube can also be made with few modifications. How-
ever, other architectures are not presented on this work because
hardware characterizations of them would be necessary to proof
their efficiency.

The high-level NoC model is implemented in C and simu-
lates the behavior according to the Hermes architecture [18]. A
description of the communication infrastructure is presented in
Section 4-A. Nevertheless, to efficiently represent the network
environment, not only routers and links between them were im-
plemented. In-house Network Interfaces (NI) were also de-
scribed in VHDL and then modeled in high-level. So, a more
accurate estimation of the entire network component can be per-
formed. Details of Network Interface is described in Section
4-B.

A. NoC

The Hermes specification of NoC implements a subset of the
OSI reference model. In this architecture only Physical, Data
Link, Network and Transport layers are present. However, the
fourth layer, Transport, is implemented in IP cores connected to
the NoC. So, models of the three first layers were implemented
at high levels of abstraction.

The physical layer is fundamental to define aspects of trans-
mission and physical characteristics of a network. In the NoC
scenario, the physical layer is responsible for connecting net-
work interfaces and switches to their neighbors. At the NoC
simulation tool we used the concept of Channel to model input
and output between switches. Each bi-directional router channel
has two ports, one for input and other for output that united form
a communicating channel when attached to other router channel.
Figure 6 shows how channels are composed. The length of data
signals is parameterizable.
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Fig. 6. Physical layer model

The next layer, Data Link, is responsible for creating the links
between nodes. With these links, logical connections are built
and transmissions are enabled. There, a handshake protocol is
implemented based on hardware pinouts. The entity that has
to transmit a flit signals bits in the out_data signal and asserts
out_request pinout. A successful transmission is recognized
when out_ack is active.

The Network layer provides a logical addressing scheme
and delivering end-to-end packets. Hermes implements packet
switching, which means that this layer also realizes the task of
routing packets through the network. Figure 7 shows the log-
ical structure of a Hermes switch. There are 5 bi-directional
ports (North, South, East, West and Local), given that, each of
them is leashed to an incoming buffer with a parameterizable
depth. Four ports are used to link neighbor routers, while the
fifth (local port L) is used to link a third party processing ele-
ment. This link will is detailed in Section 4-B. With these five
ports, five simultaneous routing connections can be established.
Connections are realized by the Control Logic unit that is split
into arbitration and routing. Routing controls whether a packet
being received is addressed to router under concerned, in case
positive, it is routed to local port, in case negative, this packet
is forwarded to a neighbor router according to a routing algo-
rithm. Although Hermes implements many routing algorithm,
this work implements the XY Algorithm. As related to NoC
topologies, other routing algorithms could be used, but further
hardware specification would be necessary to proof the model’s
efficiency. Arbitration logic is used to pick a connection when
there are more than one incoming packet that need to be for-
warded by a common output port.
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Fig. 7. Hermes Switches. Extracted from [18].
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It is interesting to observe that each of the layers are responsi-
ble for contentions on the real world. The handshake, e.g., uses
2 cycles to perform a flit transmission, but, if destination port
does not signal the acknowledgment, then, following flits will
remain in contention. The same happens to arbitration. There
the arbitration logic in this architecture takes four clock cycles
to treat a new routing request due to the routing algorithm delay.
Another scenario of contention happens when a packet arrives
in a router and the respective output port of the packet route is
already in use. In this case, incoming buffers will help to receive
flits, but they will soon get full and then contention will happen.
This entire scenario shows how complex it is to simulate a sys-
tem like that, and how important parameterizible variables like
the buffer depth, flit length, packet size and NoC dimension are.

B. Network Interface

The network interface is a component that connects an IP to
a router. This interface does not address any of the previous



discussed layers of the communication protocol stack. Instead
it is truly useful to decouple computational components from
communication architecture and its implementation, in order to
improve IP reuse flexibility and avoid the commitment of the
whole architecture to a particular communicating infrastructure.

An in-house hardware module was developed to wrap the
NoC Hermes network and the Plasma processors. The main ob-
jective of this component is simplifying drivers implementation.
Figure 8 shows the lack of complexity of this hardware. This in-
terface has two temporary storing buffers. The incoming buffer
is used to manage packets that came from a switch connected by
the local port, while the outgoing buffer receives packets origi-
nating from a processing unit. The size of these buffers is param-
eterizable but it was projected to be the same size of the packet,
since all packets have the same size in the proposed architecture.
Other tasks of this component are to signals interruptions when
all flits of a particular packets are buffered and queue, dequeue
or forward flits when memory mapped operations (read, write
and status) are performed.
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Fig. 8. Network interface representation
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The complexity and accuracy of the proposed simulator lays
on the cycles annotated to spend when situations like arbitration,
hand-shake, buffers operations and routing occur. The proposed
model respects values announced on the Hermes specification
[18] and the times observed on network interface RTL simula-
tion. Section 5 shows some comparing results of the proposed
model and RTL simulations.

V. RESULTS

To accurately verify and proof the efficiency of the proposed
model, two different types of results were explored. The first
realizes the simulation in RTL of the Hermes. It uses the At-
las Environment [19] to build both the architecture and some
scenarios of traffic. Results are previously obtained with the
ModelSim Simulator. Although in-house network interface was
modeled in VHDL, it is not part of the Atlas Environment, so
the simulation of the generated traffic can’t be used to valid NI
implementation. Network Interface is validated on the second
type of simulation, where a whole system will be simulated us-
ing HellfireFW and prototyped on a FPGA. Both results are then
compared.

A. Simulating the NoC Infrastructure

The first scenario simulates a 3x3 network. The five ports of
each router have buffers with 16 positions of depth, and packets
have a fixed size of 128 flits, given that, each flit has 16 bits.
Routers where configured to operate in a frequency of 25Mhz.

Each router forwards a packet to the centered router number
4. This scenario is useful to represent an application that was
modeled using a master-slave topology. Figure 9 shows a chart
where the clock cycles needed to receive each packet are shown.
With the conformity of behavior of both TL and RTL and the
small mean average error of 1.27050%, it is possible to notice
the level of accuracy that the model provides.
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Fig. 9. First scenario simulated.

The second scenario is very similar to the first one. But, in
spite of each router forwards one packet, it forwards ten. It re-
sults in contention, because eighty packets pass through the ar-
chitectures and they are all addressed to the same destiny. Fig-
ure 10 shows at which clock cycle each packet has arrived at
router 4. The interesting of this chart, is that, although the num-
ber of packets increased 10x, the mean average error is yet low,
1.41943%.

B. Simulating the entire Architecture

In order to verify not only the ISS’ communication capability
but also its Plasma’s accordance, in the last scenario a real ap-
plication was used as a test case. A version of the Secure Hash
Algorithm (SHA) was used. The SHA is a cryptographic hash
function modeled by the National Security Agency (NSA) and
an established pattern in a lot of security protocols and web-
services, like: TLS, SSL, PGP and SSH, among others.

The SHA-I implemented algorithm produces an output with
160 bits and is limited to process messages with a maximum
length of 264 bits. It can be seen as a cipher block algorithm
where the input is the previous iteration output of the algorithm
and the key is the next chunk of the message being processed.
Each computational iteration consists of eighty rounds which
are divided into four stages of twenty rounds each. All rounds
require only bitwise boolean operations with 32-bit registers
[20].

To stress the system’s communication, besides testing the
core implementation, the SHA application was divided into five
tasks, each one running on one different core. A 2x3 mesh NoC
was used, which is illustrated in Figure 11. The system works
as it follows:

1. Core0 is initialized with four strings;

2. each string is sent to one different core. In this example
Corel, Core2 Core3 and Core4 will receive a string each;

3. the SHA algorithm is applied on the received string on each
core, and;
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Fig. 10. Second scenario simulated.

4. all cores respond with one ACK signal to Core0, pointing the
end of the execution.

CORE 3 CORE 4 CORE 5

COREO CORE 2

COREA

Fig. 11. Architecture used to run the application

The same architecture was simulated using the Hellfire
Framework and after that using a hardware simulator. Table I
shows the achieved results after four independent simulations,
which proves the ISS’ effectiveness.

TABLEI
Miss RATIO - ISS X HW
Cycles HW/Cycles Miss Ratio
1056013 1010604 4.30%
1053643 1011497 4.00%
1056013 1012716 4.10%
1053643 1012551 3.90%

VI. CONCLUDING REMARKS AND FUTURE WORK

Embedded systems have tight computational requirements
that can be achieved using MPSoCs solutions. As new embed-
ded communications architectures, like NoCs, begin to share an
important piece of the market, new challenges in order to vali-
date its performance arise.

This work presented an extension of Hellfire Framework and
all modifications made in order to provide a high-level environ-
ment to create, simulate and debug an MPSoC.

Future works include the addition of a module to measure the
communication mean power consumption on-the-fly, as well as
tools to partition and map tasks to processors automatically.
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