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ABSTRACT
Operating CMOS circuits at subthreshold supply voltages is an
a�ractive solution for substantial energy reduction, at the expense
of strong timing performance degradation, for a broad range of
ba�ery operated appliances. One of the challenges of this approach
in current technology nodes is the reduced available noise margin
when operating at low supplies. �is paper evaluates the Static
Noise Margin (SNM) to ensure reliable estimations in subthreshold
CMOS circuits. �e evaluation starts with a DC simulation of cells,
providing a guideline on how its inputs should be stressed. �e
analysis shows that improperly employing the DC simulation may
lead up to 70% worst results, thereby underestimating the SNM.
�e DC simulation methodology was applied herein to three di�er-
ent techniques, to identify which can reduce the SNM pessimism
without overestimating. To extended the range of assessment, and
to allow more accurate results, Monte Carlo simulations are used
to evaluate the impact of both process and temperature variations
on SNM for 15 di�erent pairs (combinations) of CMOS logic cells.
Results suggest that the maximum-square technique to de�ne SNM
is the most suitable for CMOS logic circuit operating in subthresh-
old. �ose methods are validated through extensive simulation
experiments with cells in a 65-nm CMOS bulk technology.

CCS CONCEPTS
•Computing methodologies →Simulation evaluation;

KEYWORDS
Static Noise Margin, Subthreshold, CMOS, combinational logic

ACM Reference format:
Felipe T. Bortolon, Matheus T. Moreira, Fernando G. Moraes, and Sergio
Bampi. 2017. Estimation Methods for Static Noise Margins in CMOS Sub-
threshold Logic Circuits. In Proceedings of SBCCI ’17, Fortaleza - Ceará ,
Brazil, August 28-September 01, 2017, 6 pages.
DOI: 10.1145/3109984.3109998

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permi�ed. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior speci�c permission and/or a
fee. Request permissions from permissions@acm.org.
SBCCI ’17, Fortaleza - Ceará , Brazil
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1 INTRODUCTION
�e increasing demand for portable applications and autonomous
systems shi�ed system design strategy to prioritize energy con-
sumption instead of performance [4]. At the circuit design level,
a widely adopted approach is to simply reduce the supply voltage
to lower values, i.e. subthreshold region. �is is a very e�cient
technique because the dynamic power dissipation in an integrated
circuit is quadratically proportional to the supply voltage. Neverthe-
less, scaling the voltage of the power supply has a negative impact
on available noise margin, thus making digital logic circuits more
sensitive to noise. Wire interconnect minimization also plays an
important role on noise margin. �is is because the delay of wires
is now comparable to the delay of gates, and interconnect noise
impact on signal characteristics and system performance became
signi�cant [7].

Given this scenario, it is important to consider noise margin
when designing combinational cells to operate in the subthreshold
region. A simple method to assess the noise tolerance of circuits
is to evaluate its static noise margin (SNM), which is a technique
widely used to design SRAM memories. Although this approach
has been explored to design classical CMOS gates [2, 3, 8], the best
methodology to extract the data and estimate the SNM has not
received enough a�ention yet. In fact, there are di�erent ways to
estimate noise tolerance besides SNM, such as Dynamic Noise Mar-
gin (DNM). Each of them can rely on di�erent methodologies and
o�er distinct bene�ts and drawbacks. While SNM is more simple to
employ than DNM, its results are considered very pessimistic [11].
�erefore, it is important to analyze SNM di�erent methodologies
to reduce this pessimism and thus avoid conservative/unnecessary
optimizations.

�is paper assesses the impact on SNM estimates of both the
DC simulation setup and the selected methodology (technique).
Based on the results, the paper suggests an approach that avoids
increasing by 70% SNM pessimism due to the DC simulation and a
technique that allows to reduce up to 20% pessimism. For higher
precision at subthreshold, the technique comparison accounts for
temperature, mismatch, and corner variations through Monte Carlo
analysis for 15 di�erent cell pairs using ST 65 nm CMOS technology.

�e remaining of this paper is organized as follows. Section
2 reviews the three static noise margin techniques used through-
out the paper. �e discussion about DC simulation setup and the
suggested strategy to reduce SNM pessimism follows in Section
3. A�erward, Section 4 compares previously presented SNM tech-
niques, presents the normal and Monte Carlo results and discusses
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each one separately. Finally, Section 5 presents concluding remarks
and summarizes results.

2 SNM ESTIMATION TECHNIQUES
Hill et al. [6] appears to be one of the �rst detailed publications
regarding a logic gate voltage transfer characteristic (VTC) curve
relationship with its noise margin. Succeeding his work came dif-
ferent approaches to calculate static noise margins that were not
thoroughly discussed until 1993 by Hauser [5]. His work provides
an analytical formulation about the boundaries of available tech-
niques and demonstrates that some conventional techniques are
not suited for SNM estimation. �is section reviews the techniques
presented in his paper that are also adopted in the current work.

2.1 Negative Slope Criteria (NSC)
One of the most simplistic approaches, the NSC estimates noise
margin by identifying the two critical points of a gate VTC where
its gain is unity, i.e. ∂Vout /∂Vin = −1 [9]. �e points that satisfy
this condition are called as VIH , which denotes the lowest input
voltage that gets safely interpreted as a 1, andVI L , which represents
the highest voltage that gets recognized as 0. Associated with
those points, VOH indicate the lowest output voltage produced
by a circuit when driving a logical 1 and, analogously, VOL the
uppermost voltage when at logical 0. From those de�nitions two
possible noise margin arise: high (NMH = VOH − VIH ) and low
(NML = VI L −VOL) noise margins. �e lesser of those de�nes the
maximum noise that can be safely admi�ed without compromising
the circuit correct behavior (NM =min(NMH ,NML)).

2.2 Maximum Equals Criteria (MEC)
Hill [6] developed the original idea of using bu�er�y curves to
estimate SNM and Seevinck [10] demonstrated the simulation tech-
nique to generate such curves, speci�cally for SRAM cells. �is
method plots two VTCs, as depicted in Figure 1, where one has
its axis mirrored in relation to the other. From these curves, MEC
de�nes SNM as the largest square that �ts in the smaller of the
wings (solid square in Figure 1). In this technique high and low
noise margins are equal, and thus it is referred as Maximum Equals
Criteria (MEC).
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Figure 1: Maximum Equal Criteria (solid line) and Maxi-
mum Product Criteria (dashed lines) examples.

2.3 Maximum Product Criteria (MPC)
In his work, Hauser [5] proposes the Maximum Product Criteria
which, similarly to the MEC, uses the bu�er�y curves. Nonetheless,
instead of imposing equal low and high noise margins, this method
maximizes the area of a rectangle, i.e. max(NMH ∗ NML), which
is depicted as dashed lines in Fig 1. According to Hauser, this
approach is preferable to MEC since enforcing equal high and low
noise margin appears to be too restrictive. In Section 4 our paper
will demonstrate through a case study that this might not always
be the case.

3 DC ANALYSIS FOR SUBTHRESHOLD CMOS
LOGIC

�e generation of an inverter VTC characteristics ( Vin - Vout )
is straightforward, as this gate has only one input. However, for
logic circuits with more inputs or even multi-outputs, it is not clear
how many (Section 3.1) and which (Section 3.2) inputs should be
stimulated to evaluate the SNM of the circuit. Regarding simple
digital CMOS NAND and NOR gates with multiple inputs, the
derivations presented in this Section provide the following insights:

• Simultaneously switching multiple inputs generates overly
conservative static noise margin estimates.

• When switching only one input, the one closest to the
output terminal yields the worst-case SNM.

3.1 Number of Inputs
�e techniques presented in Section 2 require a Vin - Vout transfer
characteristic, similar to that VTC of an inverter, to estimate noise
margins for high and low logic values. �erefore, a logic gate with
multiple inputs must either simultaneously switch all inputs, or
have some of them �xed to a non logic masking value (a voltage
level that does not alone determine the logic gate output). A NAND,
for example, cannot have inputs �xed to 0 V; otherwise, the output
will stay at VDD , regardless of any switching at other inputs. �is
condition guarantees that the logic gate behaves as a simple inverter,
nonetheless with added series/parallel resistance. Consequently, it
is possible to evaluate how the number of stressed inputs a�ects
the VTC curve and thus the SNM.

Figure 2 demonstrates how the VTC of a NAND4 and a NOR4 be-
haves as the number of switched inputs in the DC analysis increases.
Observe that each gate deteriorates the logic level controlled by the
stacked transistors, which represents the low (high) logic level for
the NAND (NOR) gate. Since capacitive or inductively gate load-
ings are neglected in DC simulations, this variation is a function of
the channel/gate resistance. Hence, to understand how this �gure
scales, consider the NAND4 schematic depicted in Figure 3 and
the general expressions for the pull-up (Rp ) and pull-down (Rn )
resistances.

Rp = RAp ‖ RBp ‖ RCp ‖ RDp (1)

Rn = RAn + RBn + RCn + RDn (2)
where RGX represents the resistance of transistor of type X with
its gate input connected to G.

Assuming only input D switching, transistor gates A, B and C
are set to VDD while D varies from VSS to VDD . With this con�gu-
ration, PMOS transistors A, B and C are in cut-o� (high resistivity,
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(a) NAND logic gate.
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(b) NOR logic gate.
Figure 2: Vin - Vout waveforms for digital CMOS (a) NAND
and (b) NOR gates varying the number of simultaneously
switched inputs in the DC simulation. Supply voltage of
250 mV.

Rmax ) and the equivalent NMOS transistors are in the linear region
(low resistivity, Rmin ). Both D controlled transistors have their
resistance dependent on VGS but PMOS will transition from Rmin
to Rmax , i.e. transistor channel begins open and ends closed, while
NMOS will behave inversely. Given that Rmax >> Rmin for digital
circuits, Eqs. (1) and (2) simplify to:

Rp1 =

{
(Rmax

3 ‖ Rmin ) ≈ Rmin for Vin = VSS
Rmax

4 for Vin = VDD
(3)

Rn1 =

{
3Rmin + Rmax ≈ Rmax for Vin = VSS
4Rmin for Vin = VDD

(4)

If all four inputs switch simultaneously, all PMOS begin with
minimum resistance (conducting) while NMOS with maximum
resistance (cut-o�). Accordingly, Eqs. (1) and (2) simplify to:

Rp4 =

{
Rmin

4 for Vin = VSS
Rmax

4 for Vin = VDD
(5)

Rn4 =

{
4Rmax for Vin = VSS
4Rmin for Vin = VDD

(6)

Comparing equations for one (Rp1 and Rn1) and for four inputs
(Rp4 and Rn4), it is possible to conclude that both systems �nish at
the same state, i.e. Vin = VDD , which is expected. Nonetheless, the

A B C D

D

C

B

A

VDD

VSS

Vout

VGS

Figure 3: Electrical schematic of a 4-input digital CMOS
NAND gate.

starting point, i.e. Vin = VSS , of the four input case has much lower
(higher) pull-up (pull-down) resistance. Hence, since transistor
resistance is proportional to VGS , the four input case will have
overall lower pull-up resistance and higher pull-down resistance
making it necessary to apply signi�cant more input voltage to
transition from logical one to zero. As Vin increases, both systems
will converge.

�is shi� on the VTC curve produces signi�cant impact on the
static noise margin analysis. With the maximum-square method
[6], for example, the noise margin estimate for a NAND4 - NOR4
gate decreases 68% from the one input to the four input DC analysis,
as can be seen through the square reduction depicted in Figure 4.
As the number of stacked transistor reduces (Table 1), the varia-
tion between using all (Sa ) and only one (So ) input(s) decreases
(∆SNM = (So − Sa )/So ), but it still is signi�cant. Given that SNM
measurements already provide pessimistic estimates [11], using
more than one input further degrades this metric. Additionally,
multiple inputs will rarely transition simultaneously and such anal-
ysis would implement a conservative approach to evaluate noise
tolerance.
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Figure 4: Relationship of NAND4 - NOR4 butter�y wing size
with the number of inputs switched simultaneously.

92



SBCCI ’17, August 28-September 01, 2017, Fortaleza - Ceará , Brazil F. T. Bortolon et al.

Table 1: ∆SNM for di�erent cell pairs, varying the number
of inputs switching simultaneously (1 and 4).

Cell Pair ∆SNM
NAND4-NOR4 68.53%
NAND3-NOR3 53.10%
NAND2-NOR2 33.06%
NAND4-NAND4 20.50%
NOR4-NOR4 22.75%

3.2 Input Location on the Stack
Based on the previous conclusion, this Section analyzes how the
input location, related to the stack of transistors, a�ects the SNM.
Considering the same NAND4 and NOR4 logic gates, Figure 5
demonstrates that despite the number of inputs switching simulta-
neously the produced waveforms is very similar. Hence, the SNM
estimate yield only a 2% di�erence, using the maximum-square
method for the NAND4-NOR4, as depicted in Figure 6. Again, let’s
analyze the NAND4 schematic of Figure 3 to evaluate these results.
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(a) NAND logic gate.
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(b) NOR logic gate.
Figure 5: Vin - Vout waveforms for NAND (a) and NOR (b)
gates using only one input at a time but varying its location
on the stack. DC simulation at 250 mV.

Assuming only input D (closest to the output) switching, NMOS
transistors A, B and C have their VGS = VDD , and thus will be in
the on state. On the opposite case, when switching input A, NMOS
transistors B, C and D do not possess any connection to the ground
rail and, consequently, do not begin at the on state. It is possible
to perceive that the la�er will slightly transition a�erwards, as
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Figure 6: Relationship of NAND4 - NOR4 butter�y wing size
with the selected input in the DC analysis.

depicted in Figure 5 because its �xed NMOS transistors rely on
transistor A to start conducting while in the other case, �xed input
transistors are always conducting.

To further illustrate this statement, consider Alioto et al. [1]
transistor modelling for subthreshold operation. In his analysis
the MOS transistor is either represented by a current-source when
VDS � vt (Eq. (7)) or by an equivalent resistor when VDS � vt
(Eq. (8)).

I ≈ β · e
VGS
nvt for VDS � vt (7)

Req =
vt

βe
VGS
nvt

for VDS � vt (8)

β = I0
W

L
e
−VTH 0−λBSVBS

nvt (9)

where: I0 andn are technology-dependent parameters,vt = kT /q is
the thermal voltage,W /L is the transistor aspect ratio, VTH0 is the
threshold voltage, and VGS (VDS ) is the gate-source (drain-source)
voltage.

Based on those equations, for both presented cases, NMOS tran-
sistors are initially represented by Eq. (8), which states that VGS is
inversely proportional to the resistance. When input D is used,
other transistors exhibit small resistance because VGS = VDD ,
while, when input A is used, resistance is high since there is not
connection to VSS , i.e. VGS ≈ 0 V . Accordingly, resistance in the
�rst case will be lower than in the second until it approximately
reaches VLT (Eq. (10)) [1]

VLT ≈
VDD

2 +
1
2nvt ln

( βp
βn

)
(10)

where: VLT is the logic threshold voltage.
Observe that VLT does not depend on VGS and thus should be

approximately the same for all cases, as it can be seen in the DC
simulations of Figure 5. In conclusion, the noise margin is slightly
lower when the stressed input is located next to the output terminal.

Summarizing this section, the DC analysis of a logic gate with
several inputs should use a single input DC switching when es-
timating SNM values in order to avoid too conservative metrics.
Moreover, the designer should use the input closest to the output
terminal to account and extra 2% precision.
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4 NOISE MARGIN TECHNIQUES
�e technique choice also impacts on static noise margin estimates.
Even though Hauser [5] provides a valuable discussion about the
three approaches presented in Section 2, his paper did not quan-
titatively express their di�erences. Accordingly, this section aims
to compare the di�erent technique results using pairs of back to
back cells described in Table 2. �is is a common approach in
SRAM memory cells and has also been used also to evaluate simple
NAND/NOR CMOS logic gates [2, 3, 8]. �e cells are described in
ST 65nm CMOS bulk technology, operating at subthreshold supply
voltage of 250 mV (Vth = 373mV ).
Table 2: MECMonte Carlo SNMmean normalized withMPC
results at 27°C.

Cell Pair Ref. TT FF SS FS SF

INV-INV 1 4.6% 4.4% 5.0% 18.3% 16.1%

INV-NAND2 2 4.5% 4.3% 5.0% 18.4% 16.5%

INV-NOR2 3 4.8% 4.4% 5.0% 19.1% 15.9%

NAND2-NOR2 4 4.6% 4.3% 5.0% 19.3% 16.5%

NAND2-NAND2 5 4.6% 4.4% 5.0% 18.6% 17.2%

NOR2-NOR2 6 4.1% 4.3% 5.0% 19.4% 15.8%

INV-NAND3 7 4.6% 4.4% 5.0% 18.7% 16.9%

INV-NOR3 8 3.6% 3.9% 5.0% 17.6% 18.0%

NAND3-NOR3 9 2.8% 4.5% 5.0% 18.2% 18.8%

NAND3-NAND3 10 3.2% 4.4% 5.0% 19.2% 17.8%

NOR3-NOR3 11 3.5% 4.9% 5.0% 16.5% 19.5%

NAND2-NAND3 12 4.4% 4.1% 5.0% 18.9% 17.6%

NOR2-NAND3 13 4.4% 4.1% 5.0% 19.4% 16.7%

NAND2-NOR3 14 4.0% 4.6% 5.0% 17.8% 18.5%

NOR2-NOR3 15 3.8% 4.2% 5.0% 18.4% 17.9%

Average 4.1% 4.3% 4.6% 18.5% 17.3%

4.1 Preliminary simulation
To assess the techniques prior to Monte Carlo simulation, Figure
7 depicts the SNM estimates for simple DC analysis. Since both
MPC and NSC generates two values, i.e. NMH , NML , the plot is
sub-divided into highest (Figure 7.a) and lowest (Figure 7.b) esti-
mates. �is �gure demonstrates that MEC gives a midpoint when
compared to the other two and that NSC provides the highest and
lowest values. Comparing both, NSC has values, on average, 3.5%
higher (with a maximum of 5.9%) and 3.7% lower (with a maximum
of 6.2%). Given SNM already is a pessimistic metric and that design-
ers usually use lowest values to optimize cells, using NSC would
impose extra 6.2% stricter constraints for the worst case. Moreover,
using NSC highest estimates might provide too optimistic results
since it is 11% larger than its lowest values.
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Figure 7: Comparison between techniques lowest (a) and
highest (b) SNM estimates at 250 mV supply voltage. X-axis
corresponds to the ”Ref” column of Table 2.

On the other hand, MPC results are close to those of MEC, dif-
fering a maximum of 2%. Depending on the bu�er�y wing format,
the results are even equal since, for those cases, MPC achieves max-
imum product when sides are approximately equal. Given those
results, it is necessary to apply Monte Carlo analysis on MEC and
MPC to further compare them. �e NSC, however, is not further
considered due to its stricter constraints. �is agrees with Hauser’s
work [5] which says that NSC is not a reliable approach to evaluate
noise margin.

4.2 Monte Carlo simulation
Subthreshold circuits rely on Monte Carlo analysis to ensure proper
behavior in the presence of variations, given their sensibility to
delays mismatch caused by such variations. For this reason, Table 2
depicts a comparison between MEC and MPC for TT, SS, FF, FS and
SF corners operating at 250 mV at 27°C and using 1,000 Monte Carlo
samples. To determine MPC data from the simulation the lowest
value was chosen as this would be the usual safe approach. �e
table demonstrates that the mean value of MEC is, on average, 4.3%
higher than those of MPC for TT, FF and SS corners. On FS and SF
corners, MEC values are 18% higher than those of MPC. �erefore,
if a designer evaluates his cell library with MPC to propose opti-
mizations, he would adopt a strategy 18% more conservative than
if he had used MEC. On the other hand, if the Monte Carlo data
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for MPC technique was based on its highest estimate the designer
would equally impose too relaxed constraints. For those reasons,
the paper suggests that the MEC, also known as maximum-square,
is a suitable technique for evaluating combinational cells at sub-
threshold. Furthermore, MEC does not force the designer to chose
between two discrepant values and it is an approach already widely
tested in SRAM memory cells.

4.3 Temperature/Corner Analysis
Considering Monte Carlo MEC mean estimates at TT corner as the
baseline, moving to corner: (i) SS increases 6%, (ii) FF decreases
8.7%, (iii) F(p)S(n) decreases 14.8%, and (iv) S(p)F(n) decreases 12.7%
of available noise margin. �erefore, it is possible to notice that
the most stringent corners that the designer has to verify is when
NMOS and PMOS transistors su�er opposite e�ects, i.e. FS and SF.
�e VTC shi� in those cases sums up and the overall wings become
distorted. Moreover, this behavior, which is depicted in Figure 8,
demonstrates why MPC yields much lower values than MEC at
these corners. To maximize the rectangle area, MPC prioritizes one
dimension, e.g. y-axis, and thus yields very distinct high and low
noise margins. In consequence the designer has to choose between
a high and a low noise margin estimate, opposed to MEC that o�ers
a single median value.
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Temperature also impacts on SNM estimates. As temperature

increases the Monte Carlo SNM mean decreases and vice versa,
as depicted in Figure 9. For a military standard, for example, it
is necessary to account an extra 30% SNM reduction at its right
extreme point. It is relevant to point out here that if MPC was
used instead of MEC this value would be even higher, mainly at FS
and SF corners. Accordingly, the technique choice has a signi�cant
impact on SNM estimation and thus must be properly chosen when
using it to evaluate cell robustness.

5 CONCLUSIONS
�is paper evaluated the usage of DC simulation and three tech-
niques for calculating static noise margin of combinational cells
operating at subthreshold. Experiments show that the DC simu-
lation setup can lead to 70% more pessimistic results, which is an
alarming value given that literature refers to SNM estimates as a pes-
simist metric. Hence, only the input closest to the output terminal
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Figure 9: Monte Carlo SNMmean value versus temperature,
normalized to SNM at 27°C.

should be considered to enable more realistic results, since multi-
ple input will rarely simultaneously switch. �e SNM estimation
method also demonstrates a signi�cant impact on SNM, mainly in
the presence of variations, i.e. temperature, corner and process. We
demonstrate that the MPC technique may lead to very pessimistic
results because it prioritize one dimension, i.e either vertical or
horizontal, to increase the rectangle area. �is e�ect is accentu-
ated on the presence of variations, which is an important analysis
for subthreshold circuits. �erefore our paper suggests that the
maximum-square technique can represent variation impacts with-
out underestimating noise tolerance and thus avoid establishing a
too conservative approach. Results have been validated through
simulations in 65-nm CMOS bulk technology.
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