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ABSTRACT 

Recently, the emergence of new technologies enabled the creation of clusters with multiprocessor nodes. In these 
architectures, computing nodes are composed by more than one processor or core sharing the same memory. In some 
cases, processes placed on different processors or cores may have different response time when accessing memory. A 
cluster composed by such nodes is said to be a cluster of Non-Uniform Memory Access (NUMA) machines. In this 
scenario, parallelism can be better extracted using hybrid programming (MPI/OpenMP) along with memory affinity 
policies. In this work we propose a hybrid parallel version with memory affinity of the Interval Categorizer Tessellation 
Model (ICTM) for a cluster of NUMA machines. Our results show that the hybrid parallelization of ICTM allows better 
scalability and that we achieved speed-ups up to 40 while combining OpenMP, MPI and memory affinity.  
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1. INTRODUCTION 

The High Performance Computing (HPC) scenario is nowadays composed by a wide range of different 
architectures and their respective communication paradigms. Clusters and Massive Parallel Processors (MPP) 
machines, for instance, are distributed memory based architectures and they use the message passing 
programming paradigm to allow communication among processes. On the other hand, Symmetric 
Multiprocessor (SMP) and Non-Uniform Memory Access (NUMA) machines share the same memory among 
processes running on different processors. Over this kind of platform, communication among processes is 
performed through the write and read operations over shared variables.  A third alternative is the combination 
of these distributed and shared memory machines to create a hybrid architecture, like clusters of NUMA 
machines for example. In this scenario, the design and implementation of parallel programs for such 
architectures should be adapted to properly exploit the architecture potential. Therefore, a combination of 
both paradigms (message passing and shared memory) is the natural path to allow better performances 
through the correct use of the computational resources. 

There are many libraries that implement the programming paradigms previously mentioned, however we 
can point out the Message Passing Interface (MPI) (Gropp, 1999) as a de facto standard for distributed 
memory programming and OpenMP (Quinn, 2004) as the most used library the for shared memory paradigm. 
In fact, recently, some authors (e.g., Rabenseifner, 2009) claim that the combination of both (MPI and 
OpenMP) is emerging as a natural choice for programming hybrid HPC architectures. The most part of 
hybrid MPI/OpenMP codes are based on an hierarchical structure model which allows a coarse grain 
parallelism with MPI and a fine grain with OpenMP.  

Hybrid Programming based on MPI/OpenMP combination however is not always enough to extract the 
best results from a hybrid architecture. In some cases, hybrid architectures may be clusters of NUMA 
machines. In this kind of HPC platform, each node of the cluster is a shared memory architecture in which 
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processes have different response time when accessing the memory depending on what processor they are 
placed. In these machines, OpenMP alone is not the best option to extract the best performance from a 
NUMA node. In fact, a memory affinity programming interface is helpful in such cases since it may offer 
primitives to control processes placement in such way they can access memory in the fastest possible way. 

In this work, we intend to take advantage of the Hybrid Programming flexibility along with memory 
affinity policies to create a new parallel version for the Interval Categorizer Tessellation Model (ICTM) 
(Aguiar, 2004) for clusters of NUMA machines: the Hybrid ICTM. ICTM is a multi layered model based on 
the concept of tessellations employed to categorize geographical areas from satellite images. The model is 
capable to identify in separated layers different characteristics such as: vegetation, topography, land use, etc. 
ICTM is a helpful tool to analyze and comprehend the use of a given region. For its importance, parallel 
versions of ICTM have been developed in the past years (Silva, 2006 and Castro, 2009) in order to improve 
its usage allowing the computation of larger images in a faster time. An ICTM hybrid parallel version is the 
next step in this direction, since clusters of NUMA machines are becoming cheaper and wide spread.  

The remaining of this work is organized as follows: in Section 2, we introduce some related works; in 
Section 3 we briefly discuss NUMA architectures and the programming tools we have used; our proposed 
version for ICTM over hybrid architectures is presented in Section 4; performance experiments are described 
and their results are shown in Section 5 and finally Section 6 brings some conclusions. 

2. RELATED WORK 

In recent years, many research groups used a hybrid parallel model based on the combination of 
MPI/OpenMP to improve the resources exploitation of hybrid architectures.  

One decade ago, research works were more exploratory. In the work of (Cappello, 2000), a comparison 
between a hybrid version and a pure MPI version of the NAS benchmark was carried out. Authors have 
observed that performance relays on aspects such as memory access patterns and hardware configuration. In 
(Henty, 2000), the authors describe a case study (parallel versions for the discrete element modeling) in 
which they have developed pure MPI, pure OpenMP and hybrid solutions. Their results show that both pure 
MPI and pure OpenMP versions presented better performance than the hybrid code. In another work (Smith 
and Bull, 2000), authors claim that the hybrid programming model can outperform pure MPI 
implementations for some applications, but it is not optimal for all scenarios. In (Jost, 2003), authors also 
used the NAS benchmark and concluded that the hybrid model fits better architectures based on slower 
interconnection networks. In 2005, good performances were achieved applying hybrid programming for 
applications running over clusters of SMP machines (e.g., Ashworth, 2005). 

More recently, authors successfully focused on adapting applications with huge computational demand 
using a hybrid programming model to exploit more powerful architectures. They also proposed mechanisms 
to make it easier to program using the hybrid model. The authors of (Lusk and Chan, 2008), studied how MPI 
processes interact with OpenMP threads and proposed a tool to investigate these interactions during the 
execution of an application. In (Chorley, 2009), authors used a molecular dynamics code to compare a hybrid 
implementation to a pure MPI version of the same code. In their conclusions, they inform that for some parts 
of the code the hybrid version achieved better results over a cluster of multicore machines. Finally, the work 
of (Rabenseifner, 2009) introduces an overview about hybrid programming in current days, describing which 
are the main hybrid parallel programming practices that result in better performances.  

3. BACKGROUND 

Traditional UMA (Uniform Memory Access) architectures such as SMPs present a single memory controller, 
which is shared by all processors. This single memory connection often becomes a bottleneck when many 
processors access the memory at the same time. This problem is even worse in systems with a higher number 
of processors, in which the single memory controller does not scale satisfactorily. 

In contrast, NUMA (Non-Uniform Memory Access) architectures appear as an interesting alternative to 
surpass the UMA scalability problem. In NUMA architectures the system is split into multiple nodes 
(Lameter, 2011). These machines have multiple memory levels that are seen by the developers as a single 
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memory. They combine the efficiency and scalability of MPP architectures with the programming facility of 
SMPs. However, due to the fact that the memory is divided in blocks, the time spent to access the memory is 
conditioned by the “distance” between the processor (which accesses the memory) and the memory block (in 
which the data is allocated) (Bolosky, 1991). 

The effects of such “asymmetry” on NUMA architectures can be reduced by optimizing memory affinity 
(Ribeiro, 2009). Memory affinity is assured when a compromise between thread and data is achieved through 
the use of memory policies by either reducing the number of remote accesses or the memory contention 
(Ribeiro, 2010). In this context, first-touch is the default policy in the Linux operating system to manage 
memory affinity. This policy places data on the node that first accesses it. However, it is possible to use 
different strategies do place data on NUMA nodes.  

Although the NUMA API (Kleen, 2011) is the most common library available on Linux to deal with 
memory policies, there are other higher level solutions such as Minas framework (Ribeiro, 2010). Beyond the 
architecture abstraction, this framework also provides several memory policies allowing better memory 
access control of parallel applications for NUMA architectures. 

In this paper we take into account all these factors while developing a hybrid parallel version of ICTM for 
clusters of NUMA machines. The parallelization is performed in two different levels (inter- and intra-node). 
The intra-node parallelization is strongly based on the work presented in (Castro, 2009). In that work, ICTM 
was parallelized with OpenMP and tuned with memory affinity policies to obtain better performance gains on 
NUMA architectures. The main contribution of this work is the inclusion of an inter-node parallelization 
which combines OpenMP with MPI to parallelize the application across different cluster nodes. 

4. HYBRID-PARALLEL ICTM 

ICTM is a multi-layered tessellation model for the categorization of geographic regions considering several 
different characteristics such as relief, vegetation and climate (Aguiar, 2004). The number of characteristics 
that should be studied determines the number of layers of the model. In each layer, a different analysis of the 
region is performed. An appropriate projection of all layers to a basic layer of the model leads to a 
meaningful subdivisions of the regions considering the simultaneous occurrence of all characteristics. This 
allows interesting analyses about their mutual dependencies. 

The input data is extracted from satellite images, in which the information is given in certain points 
referenced by their latitude and longitude coordinates. The geographic region is represented by a regular 
tessellation that is determined by the subdivision of the total area into sufficiently small rectangular subareas, 
each one represented by one cell of the tessellation. 

The categorization process is performed per layer. This means that all layers must be categorized 
individually before the final projection computation. In each layer the categorization is composed by several 
phases, where each phase uses the results obtained from the previous one (Figure 1). 

 

 

Figure 1. Categorization process phases 

Categorizing extremely large regions has a high computational cost. This cost is basically related to two 
parameters: the size of the matrices and the number of neighbors that are analyzed during the categorization 
process in each layer (radius). The higher are the size of the matrices and the number of neighbors the higher 
will be the computation cost. 

The hybrid parallel version of ICTM proposed in this work uses the message passing paradigm to 
distribute the tasks among the cluster nodes (inter-node parallelization) and the shared memory paradigm 
within the NUMA nodes (intra-node parallelization). 

IADIS International Conference Applied Computing 2011

293



The inter-node parallelization uses MPI and follows a master/slave approach. In the first phase, the master 
process divides the input matrix to be computed into "n" blocks, where "n" is the number of the cluster nodes 
(Figure 2). Then, it sends to each slave the information needed to compute its own block. However, the 
computation of each cell requires information from its neighbors. As explained before, the number of 
neighbors is defined by the application parameter called "radius". Because of that, the block sent to each 
slave has additional columns on both sides (left and right), considering the size of the radius. Thus, slaves do 
not need to exchange messages to gather information about neighbors of border cells, improving the 
performance of the parallel solution. After finishing the computation of the final phase, the master process is 
responsible for combining all computed blocks excluding the redundant cells. 

 

 

Figure 2. Tasks division among the process in the hybrid architecture 

The intra-node parallelization is done by each slave process in the cluster node. Since we consider nodes 
composed by multicore machines, we use OpenMP to parallelize the computation of each block. We have 
chosen OpenMP because of its simplicity, since the sequential code can be parallelized with few 
modifications. One of its main advantages is that any operation of creation/destruction of threads is done 
transparently by the API. Moreover, OpenMP uses a fork-join model, which can be easily used with the 
ICTM sequential code to compute the matrices blocks. 

In a simplified way, computations are performed in a similar way (two "nested for loops"). So, it is 
possible to use the omp parallel for directive inside each phase to distribute the work among the threads. 
Thus, each thread will compute a subset of the respective block, as follows: 

 

#pragma omp parallel for 
for (i = 0; i < block_rows); i++) 
 for (j = 0; j < block_columns); j++)  
  // computation 
 

We believe this is a simple and elegant solution, since we only make few changes in the sequential source 
code. However, OpenMP directives do not allow controlling memory allocation among the NUMA nodes. 
Thus, in the intra-node parallelization we discuss two solutions. First, we use only OpenMP to decompose 
tasks among threads (Section 5.1) and then we tune the OpenMP parallelization considering the NUMA 
characteristics of the cluster nodes (Section 5.2). Specifically, we use MAi (Memory Affinity interface) 
(Ribeiro, 2010) to improve the memory affinity. For more details about the OpenMP parallelization and the 
memory affinity strategies applied to ICTM please refer to (Castro, 2009). 
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5. OBTAINED RESULTS 

In this section we present the results of the Parallel-Hybrid ICTM. The tasks division is performed as 
follows: each process is responsible for processing a block of the ICTM matrix. For that, the work is divided 
among the nodes considering only the columns division, i.e., if the input matrix has dimensions 
15,000x15,000, for example, and the application will be executed in 6 nodes of a cluster, each one will 
receive a block with dimensions 15,000x2,500 to process. 

The work described in (Castro, 2009) used different sizes of matrices (between 4,800x4,800 and 
13,300x13,300) and radius considering 20, 40 and 80 neighbors. As we considered a hybrid solution that is 
peculiarly more scalable, we worked with matrices with dimensions 10,000x10,000 and 15,000x15,000, with 
the same radius values (20, 40 and 80), since they are appropriate values for the tests. Tests with larger 
matrices are not shown because they use the swap memory, and it is not interesting for the performance 
analysis. 

The results were obtained from the average of 10 executions, where the standard deviation was always 
between 0 and 3 seconds. The experiments were performed with exclusive access to the nodes of a cluster 
composed of 10 Dell PowerEdge R610 machines, each one with 2 Intel Xeon Quad Core E5520 2.27GHZ 
Hyper-Threading processors, resulting a total of 16 cores per node (8 physical and 8 logical), 16GB of RAM 
and 150 GB of disk storage. The nodes are connected by two Gigabit Ethernet switched networks, one for 
communication among the nodes and one for management. The Intel Xeon Processor E5520 has 8M of 
cache, clock 2.27GHz and 5.86 GT/s Intel QPI. The mpich (implementation of MPI) and OpenMP versions 
used were 1.2.7p1 and 1.4.2, respectively. 

5.1 Parallel-Hybrid ICTM 

In this section, the obtained results after the execution of the Parallel-Hybrid ICTM only with MPI and 
OpenMP are presented. Table 1 shows the results (in seconds) using 6 nodes of the cluster. It is important to 
notice that the MAi was configured to use only one core of each processor. The first part of Table 1 
represents the times obtained for a matrix of dimensions 10,000x10,000, and the second part (with gray 
background) represents the times for a matrix of dimensions 15,000x15,000. The line in bold is the ICTM 
sequential time. 

Table 1. Hybrid-Parallel ICTM obtained times 

 Matrix 10,000x10,000 Matrix 15,000x15,000 
Cores Radius 20 Radius 40 Radius 80 Radius 20 Radius 40 Radius 80 

1 75.12 129.98 248.60 173.98 301.22 564.97 
6 15.11 26.23 49.95 34.68 60.38 112.89 
12 7.75 13.32 25.17 17.66 30.53 56.92 
24 4.05 6.84 12.79 9.05 15.51 28.70 
48 3.67 5.73 9.56 7.30 11.53 18.79 
96 4.24 5.58 8.40 7.78 10.77 17.18 

 

As seen in Table 1, the hybrid version execution times are smaller than the sequential ones. For a matrix 
of dimensions 10,000x10,000, for example, with only 6 cores (i.e., one core per node) the hybrid version 
presented a decrease of approximately 80% in the execution time for all values of radius. When more cores 
are added, the execution times continue to decrease until 48 cores, where it can be seen a reduction around 
95% for all radii. However, with the execution using 96 cores it is clear that there is not a significant gain 
compared to results with 48 and 24 cores, but we can still note a great gain in relation to the sequential 
version. With a larger matrix (15,000x15,000), the behavior of the hybrid version was similar, decreasing in 
97% the execution times when the use of 96 cores and radius 80. 

Figure 3 presents the speed-up graphics for the Parallel-Hybrid ICTM. The curves show that when the 
application is performed over 6, 12 and 24 cores, the speed-ups continue close to the ideal. When more cores 
are introduced, the distance of the ideal speed-up increases. Nevertheless, using 96 cores and radius 80, for 
example, the hybrid version with matrix of dimensions 10,000x10,000 and 15,000x15,000 runs 
approximately 30 and 33 times faster than the sequential, respectively. 
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Figure 3. Hybrid-Parallel ICTM speed-ups 

5.2 Parallel-Hybrid ICTM with Memory Affinity 

In this section we present the results obtained after execution of the Parallel-Hybrid ICTM with Memory 
Affinity. The difference to the previous implementation is that this version uses the MAi library to explore 
memory affinity in the NUMA architecture. Table 2 shows the execution times for this version, for matrices 
of dimensions 10,000x10,000 and 15,000x15,000 (gray background). The highlighted line refers to the 
sequential time of the ICTM. 

Table 2. Hybrid-Parallel ICTM with Memory Affinity obtained times 

 Matrix 10,000x10,000 Matrix 15,000x15,000 
Cores Radius 20 Radius 40 Radius 80 Radius 20 Radius 40 Raio 80 

1 75.12 129.98 248.6 173.98 301.22 564.97 
6 15.22 26.24 50.20 34.06 59.16 113.49 
12 7.66 13.19 25.16 17.15 29.73 56.84 
24 3.82 6.61 12.59 8.55 14.89 28.45 
48 1.93 3.32 6.31 4.30 7.48 14.29 
96 1.83 3.21 5.95 4.10 7.32 13.79 

 

The hybrid version with memory affinity also achieved much better results than those observed in the 
sequential version. With radius 80 for both dimensions of matrices, the execution time with 96 cores 
represents an improvement of approximately 97%. Unlike the previous version, it is clear that the execution 
times decrease when more cores are added, including the execution over 96 cores. However, the differences 
between the times are reducing more and more, indicating that the use of more than 96 cores will not bring 
greater gains. 

When these results are compared with the results of the previous version that does not use memory 
affinity (Table 1), it is noticeable an interesting reduction of the execution times when more cores are used. 
With a matrix of dimensions 15,000x15,000, for example, the version without memory affinity takes 4.24s to 
run over 96 cores, while the version with memory affinity takes only 1.83s.  

Figure 4 presents the speed-ups obtained for this version. For the execution with 6, 12, 24 and 48 cores 
the speed-up curve remains close to the ideal, reaching a speed-up of almost 40 for 48 cores. With the use of 
96 cores, the gain over the 48 cores is small, but still very large when compared to the sequential time, being 
the hybrid version with memory affinity about 40 times faster. These results (as well as the previous version) 
clearly illustrate that the use of logical cores (obtained with hyper-threading) results in a bottleneck in the 
memory access. However, the execution times and speed-ups obtained even with the use of hyper-threading 
feature are highly satisfactory. 
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Figure 4. Hybrid-Parallel ICTM with Memory Affinity speed-ups 

Finally, Figure 5 shows the comparison of the hybrid versions according to their efficiency, related to the 
execution with radius 80 as an example. It can be seen that both versions have good values of efficiency 
(80%) using up to 24 cores. The memory affinity version continues with the efficiency of approximately 80% 
with 48 cores, while the values of the other version start to decrease. Overall, the version that uses resources 
to improve the memory access presents better efficiency than that which uses only MPI and OpenMP. The 
efficiency found in both versions (especially those with memory affinity) shows that the implemented 
solution is highly scalable, and more cores can be used, obtaining values still much better than those found in 
the sequential version. 

 

Figure 5. Comparison of the Hybrid-Parallel ICTM versions efficiency 

6. CONCLUSION 

This study aimed at implementing a parallel hybrid version for the ICTM application in NUMA architectures. 
Two hybrid versions were developed, one only with MPI and OpenMP, and another that uses the MAi library 
to explore memory affinity. Results show that the greater the number of cores used the greater the gains of 
the hybrid version that uses memory affinity, improving the execution time up to 97% when compared with 
the sequential time. Another important aspect is that the version implemented in (Castro, 2009) has a 
limitation on the number of cores, according to the NUMA machine being used. In the hybrid version 
presented in this paper we used 96 cores with a very good performance gain. 

The efficiency of the versions is in most cases greater than 80%, which shows that the developed version 
is highly scalable. Thus, larger matrices can be used and more cores can perform the computation. As an 
example, the hybrid version with memory affinity was performed with 6 nodes and a matrix 40,000x40,000. 
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Despite using the swap area, which reduces the application performance, the obtained times were 100.3s with 
24 cores, 50.99s with 48 cores and 51.56s with 96 cores. 
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