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Abstract—Quasi-Delay-Insensitive design is a promising solu-
tion for coping with contemporary silicon technology problems
such as aggressive process variation and tight power budgets.
However, one major barrier to its wider adoption is the lack of
support for automated optimization techniques in semi-custom
design flows. This paper proposes an innovative design flow that
relies on the use of consolidated commercial EDA frameworks for
synthesizing 1-of-n 4-phase Quasi-Delay-Insensitive circuits using
Null Convention Logic. Accordingly, asynchronous gates, which
are usually not supported by these frameworks, are modelled as
conventional logic gates, allowing synthesis tools to perform static
timing analysis and pre- and post- mapped design optimizations
that can be specified by the designer using conventional timing
constraints.

Index Terms—Null Convention Logic, NCL, asynchronous
design, technology mapping, automated synthesis

I. INTRODUCTION

Asynchronous design techniques are becoming an increas-
ingly important topic for the VLSI research community. The
abstraction provided by the synchronous paradigm starts to
no longer justify the efforts to meet the constraints imposed
by a global clock signal under aggressive process variations
faced by ultra-deep submicron silicon technologies. Also, cor-
rectly distributing the clock signal is becoming a prohibitively
expensive task, as the power dissipated by the clock tree
can reach 45% of total power of a high-speed processor [1].
Differently from synchronous designs, asynchronous circuits
can more easily tolerate process, voltage and temperature
variations. Additionally, asynchronous circuits are naturally
suited for low-power applications [2], [3]. By avoiding the
use of a clock signal, these can employ more relaxed timing
constraints, which allows to more efficiently cope with timing
discrepancies. Moreover, due to the use of local handshaking
[2] for control and sequencing of events, asynchronous logic
is only active when and where required. Parts of the circuit can
be quiescent while data flows only through the required path,
inherently providing power savings and more easily coping
with incoming dark silicon [4] related problems.

Albeit asynchronous circuits can be implemented using
many different templates, Martin and Nystrom [3] cite that
practical circuits most often employ 1-of-n 4-phase Quasi-
Delay-Insensitive (QDI) templates, as they allow easier design
and timing closure and are more robust. In fact, the last
decades have witnessed substantial developments in QDI de-
sign techniques. Accordingly, different computer-aided design
(CAD) tools and design flows for automating QDI design,
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or at least part of it, are available in current literature, such
as [5]-[16]. However, most of these tools perform logic
optimizations only before technology mapping, because QDI
circuits require specific gates rather than the ones available
in conventional standard-cell libraries and are not directly
compatible with consolidated synthesis tools. The drawback is
that technology mapping is precisely the first step in the syn-
thesis of a circuit that allows optimizations with realistic cost
parameters of the target technology [8]. The only work that
supports post-mapping optimizations [8] provides only basic
optimizations with custom CAD tools, rather than exploring
logic optimizations provided by consolidated commercial EDA
Frameworks from vendors like Cadence or Synopsys. In fact, it
is a common belief that commercial synchronous Frameworks
cannot support QDI circuits direct mapping to standard-cells.
In this way, efficient technology mapping of QDI circuits is
still a gap to be filled.

The class of Null Convention Logic (NCL) gates [17], [18]
allows efficient implementation of 1-of-n 4-phase QDI circuits
as demonstrated by the Theseus Logic company through the
design and fabrication of several chips [12]. In fact, all revised
works on QDI design automation rely on the usage of NCL
gates (consider that C-elements are special cases of NCL
gates), except for the approach presented in [7] that uses
dynamic logic templates. Here the authors consider the use
of NCL for QDI design and seek to answer to if and how
it is possible to employ commercial EDA frameworks to
realize technology mapping and design optimization using
NCL gates”. To do so, Section II starts by introducing basic
concepts on QDI and NCL. Section III presents an overview
of a design flow that can be used with commercial EDA
frameworks for mapping logic functions using NCL gates and
prove the validity of the resulting circuit. Experimental results
are the target of Section IV, together with a discussion for
contextualizing this work in the state of the art. Finally, Section
V draws conclusions and directions for future work.

II. BACKGROUND

A. Quasi-Delay-Insensitive Design

The design of QDI circuits [2] [3] requires the choice of
two basic items: (i) a Delay-Insensitive (DI) code coupled to
a handshake-protocol and (ii) a logic style, which sometimes
can actually be a mixture of logic styles. There are many ways
to encode data in a DI manner. Even though new codes are
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Wire Name | Spacer Bit ‘0’Bit ‘1’] |Wire Name|Spacer|Bit ‘0’ Bit ‘1’
D.1 0 0 1 D.1 1 1 0
D.0 0 1 0 D.0 1 0 1
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Fig. 1. 4-phase 1-of-2 data encoding for (a) RTZ and (b) RTO protocols

often suggested, the m-of-n class of codes and specifically 1-
of-n codes, are widespread in VLSI design [3]. In 1-of-n codes,
data is represented using n wires. Data validity is identified
when exactly one of the n wires is at a given logic value and
data absence can be marked by any of the 2" — n other code
words. A code word that marks data absence is called a spacer,
as it separates two successive 1-of-n codes in data channels.
Classically, the Return-to-Zero (RTZ) protocol is used, where
n Os are the spacer and valid code words are those with a
single 1.

Figure 1(a) shows the RTZ 1-of-2 code, which uses two
wires, called D./ and D.0, to carry a single bit of information.
A 0 value is denoted by D.0O at 1, and a 1 value by D.] at 1. In
1-of-n RTZ conventions, any code word with more than a wire
at 1 represents invalid data. Figure 2(a) shows data transmis-
sion in a system using the RTZ protocol. Communication starts
with all wires at 0. Next, the sender puts data in the channel
(D.0, D.1) which is acknowledged by the receiver with the
ack signal. After the sender receives the acknowledgement, it
produces a spacer to end communication by putting all wires
in the channel to 0. The receiver then lowers the ack signal,
after which another communication can take place.

The Return-to-One (RTO) protocol [19] is similar to RTZ.
The only difference is that data wire values are reversed. Fig-
ure 1(b) shows the conventions for the 1-of-2 RTO protocol. A
spacer is represented by n wires in 1 (all-1s). Here, a 1 value
is given by D.] at 0 and a O value by D.0 at 0. As Figure 2(b)
shows, differently from RTZ, RTO data transmission starts
after the all-1s value is in the data channel. As soon as the
sender puts valid data in the channel (D.0, D.I) the receiver
may acknowledge it, by lowering the ack signal. Next, all
data wires must return to 1 to denote a spacer, ending the
transmission. When the spacer is detected by the receiver,
it raises the ack signal and new data can follow. The idea
behind the RTO protocol is simple, and albeit a 1-of-2 example
is used here, any m-of-n code can support both protocols.
Furthermore, an RTO-RTZ domain interface for a same m-
of-n code requires exactly n inverters. As a generalization for
m-of-n codes, an RTO D.x wire logic value can be translated
from RTZ by:

{zeN[0<z<m-—1},RTO(D.z) = RTZ(D.z) (1)

Here, expressions RTO(D.x) and RTZ(D.x) correspond to the
logical values of each wire in the RTO and RTZ domains, re-
spectively. In this way, according to Martin [3], the conversion
of data from one domain to another is DI.

B. Null Convention Logic

A threshold logic function (TLF) ¢ is a n-variable unate
function that implements a Boolean function defined by a
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Fig. 2. 4-phase (a) RTZ and (b) RTO 1-of-2 data transmission where sp
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Fig. 3. Symbols for: (a) basic NCL gate, (b) 2 of 3 NCL gate, (c) 3 of 3
with weights (2, 1, 1) NCL gate and (d) basic NCL+ gate

threshold value 7 and a specific weight w; assigned to each
variable x; such that:

1, wW;T; > T
t= z; 2
0, otherwise

In NCL design, basic components are sometimes called
threshold gates, but this is imprecise. In fact, NCL gates
couple a TLF [20] with positive integer weights assigned to
inputs to the use of a hysteresis mechanism to guarantee a
QDI compatible behavior. Figure 3(a) shows the NCL gate
symbol: N is the number of gate inputs, M is either the gate
threshold or a threshold function, and each input has weight
w;. Wherever no weight is specified, w;=1 is assumed. Weights
always come after the w specifier. The output switches to 0
when all N inputs are O and to 1 when the sum of weights
for inputs at 1 reaches threshold M, or satisfies the threshold
function. Otherwise, the previous output value is maintained.
This enables QDI circuit design using 1-of-n data encoding
and 4-phase handshaking, based on RTZ, as discussed in [17],
[18]. In fact, the ON-set of an NCL gate is defined by the
ON-set of a TLF and the OFF-set consists of the minterm
corresponding to all inputs at 0.

For instance, say that the threshold of a 3-input NCL gate
is 2 and all inputs have weight 1. In such a gate, showed in
Figure 3(b), the output will only switch to O when all inputs
are at 0 and to 1 when at least 2 of the inputs is at 1. Now,
consider a 3-input (A, B, C) NCL gate with threshold 3, where
the weight of the inputs is (2, 1, 1) respectively. In this gate,
shown in Figure 3(c), the output will only switch to 0 when all
inputs are at 0. However to switch to 1, input A necessarily
needs to be at logic 1, together with any of the remaining
inputs, B or C, to reach the function threshold. Note that for
such gate only weights bigger than 1 are made explicit in the
symbol.

The recently proposed NCL+ design style [21], is similar
to NCL. However the assumption here is the use of RTO
rather than RTZ. In fact, NCL+ gates also have a threshold
M (written inside each gate symbol). However, as defined in
Equation (1), the assumption of the RTO protocol mandates



the switching function of an NCL+ gate to be the reverse of
its NCL counterpart: the output will only switch to 1 when all
inputs are at 1 and will only switch to O when threshold M
is reached by the inputs at logic 0. For other combinations of
inputs, the output keeps the previous value. The symbol that
represents NCL+ gates appears in Figure 3(d). It is identical
to that used for NCL, except for the “+” symbol on the top
right corner. Note that NCL and NCL+ gates have the same
functionality when the threshold is identical to the number
of inputs. This special case implements the functionality of a
C-Element [2], [17], [18]. Therefore the class of NCL gates
comprises C-Element, required by several state-of-the-art QDI
synthesis methods and tools as those mentioned in Section I.

Several ways to design NCL gates exist, like those explored
by Parsan and Smith [22]. All can be employed to design
NCL+ gates, mutatis mutandis. Yet, the classic static imple-
mentation is the most employed, due to power, area and speed
characteristics. Therefore, throughout this work we assume the
use of static implementations.

III. PROPOSED DESIGN FLOW

Technology mapping is the process of translating a generic
logic network into a technology-specific logic network. In
other words, it is the task of transforming a netlist composed
by generic logic functions into a netlist composed only by
gates of a given technology library. However, conventional
CAD tools cannot explicitly handle NCL and NCL+ gates,
as these present sequential behavior. This Section proposes
a design flow to overcome that and enable CAD tools to use
NCL and NCL+ for synthesizing 1-of-n, 4-phase QDI circuits.
Figure 4 provides an overview of the proposed design flow.
The following subsections scrutinize the flow details.

In practice, a BVF library is split in two standard-cell
libraries: NCL Virtual Library and NCL+ Virtual Library.
These contain the physical implementation of Z and O, re-
spectively. To enable the use of these libraries in conventional
CAD tools, masking of the cells sequential behavior occurs by
defining the equivalent BVF for each NCL and NCL+ gate.
This is done by modifying the Liberty (.1ib) file of the library,
editing the logic functions of gates and replacing them by the
correspondig BVFs. In this way, the physical implementation
at the standard-cell level of specific NCL and NCL+ gates
must be available for each BVF.

B. NCL Gate Identification

To define the NCL gate that implements a specific BVF, we
start with a typical logic function that is understood by CAD
tools. Next, we use the method proposed by Neutzling et al.
in [23] to identify the TLF. For instance, assume the example
function used in [23]: @ = A(B + C). Table I shows the
associated truth table. First, we verify if the function is a TLF
and can be represented as a BVF, as specified in Definition 1.
Next, inequalities are computed from the relationship between
input weights and the gate threshold to a TLF, as defined in
Equation (2). Input weights and the threshold value can be
computed from these inequalities. The relationship between
input weights and the gate threshold to a TLF for BVF @Q =
A(B + C) is shown in the rightmost column of Table I. Each
sum of input weights greater than the threshold belongs to the
greater side set of inequalities and each sum of weights which
is less than the threshold belongs to the lower side set. Table
IT shows the sets for the BVF of Table I.

TABLE I
INPUT WEIGHTS AND THRESHOLD
RELATIONSHIP TO Q=A(B+C).

TABLE 11
GREATER AND SMALLER SETS OF
INEQUALITIES FROM TABLE I.

Fig. 4. Proposed Design Flow

A. Definitions

First, a basic set of definitions helps understanding the
proposed flow.

Definiton 1 (Boolean virtual function): A Boolean virtual
function (BVF) is a completely specified function f that
implements a TLF with:

f:{0,13" = {0,1} 3

Definiton 2 (Boolean virtual functions library): A BVF
library (BVFL) is a 5-tuple

BVFL=<G,Z,0,g,h > 4)

where G is a set of BVFs, Z is a set of NCL gates, O is a set
of NCL+ gates and g and & are completely specified functions
suchthat g: G — Z and h : G — O.

ATB[C]Q
8 g (1J g ?U< i T greater side lower side
O[T oo wc <T wA +we >T> |0
01 ] 0 u,z Fwc <T wA +wp >T> | we

[} [} I ToJo 0 wA T wat+wpt+we | >T> [ wp
1 ]o 1 1 wa +wo > T éi 1:}'B+urc
1 110 1 wa +wp > T A
TIT T[T [watwstwc>T
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Since greater side set elements are greater than the threshold
value, and lower side set elements are smaller than such
threshold, each greater side element is greater than each
lower side element. Accordingly, the inequalities system are
generated by performing the Cartesian product of the greater
side set and the lower side set, as showed in Table III. Some
relationships in Table II are not useful. For instance, since
we have the relation wyq + wp > T and the input weights
are always positive, the relation wy + wp + we > T is
redundant, since is contained in the former. In the method
of Neutzling et al. [23], these redundancies are avoided. In
fact for the example Q = A(B + C) the algorithm creates
only the inequalities 4, 5, 9 and 10 from Table III. Moreover,
besides generating only irredundant inequalities, the algorithm
simplifies each of them when possible. The simplification
occurs when the variable weight appears on both sides of the



same inequality. When this happens, the variable is removed
from such inequality. Considering for instance inequality 4.
It is simplified removing C, resulting on a new inequality
w4 > wp. Since all input weights are positive, the algorithm
also discards the inequalities having no weight (or 0) in the
smaller side as these inequalities are not useful.

TABLE III
GENERATED INEQUALITIES FROM TABLE II

Cartesian product: greater side x lower side

wa +we >0 wa +wp > wp + we

wa +we > we wA +wR > wp

wa +we > wp wa +wp +we >0

wp +we > wp +we wa +wp + we > we

wa +we > wa wa +wp +we > wp

wa +wp >0 wy +wp +we > wp + we
wA +wp > we waA +wp +wo > wy

wA +wp > wp

10
11
12
13
14
15

IR RSN

After simplification, input weights are computed by select-
ing inequalities with only one input in the greater side. A
single input in the greater side denotes that this input must
have larger weight than all inputs in the lower side. From
example Q = A(B + C), the selected inequalities are only
wa > wp and wa > we. Therefore, the weight from the
greater side (input A in both cases) is defined as the key of
the inequality. Next, a temporary variable is created, which
controls the value assigned to the weights. Such temporary
variable is initialized with a minimum value (being initially set
to 1) and is increased by one during the iterations. The order
of weight assignment starts from variables that have the lowest
weight, and continues in ascending order. Each time a weight
is assigned, the consistency of the corresponding inequalities is
checked. If the current value of the temporary variable satisfies
the inequalities, this value is indeed the weight of the variable.
Otherwise, the value is increased to satisfy the inequalities or
until an upper limit is reached. This procedure is repeated for
each variable.

In the example Q@ = A(B + C), the assignment is first
done to the weights of inputs B and C. Since there are no
inequalities constrains for these keys, value 1 is assigned. The
temporary variable increases to 2. Then, the weight of A must
be assigned. For this key there are two identical inequalities:
w4 > 1. The method assigns the temporary value 2 and checks
the inequalities. The inequalities are true since 2 > 1. As all
weights are already assigned, this step finishes. Therefore, the
weights assigned for the BVF Q = A(B + C) are wa = 2,
wp = 1 and we = 1. According to the authors of [23], this
bottom-up approach ensures that the weights assigned by the
algorithm are always the minimum possible, allowing the gate
implementation be synthesized using minimum circuit area.
The threshold value is defined as the sum of weights of the
smallest value of the greater side. For QQ = A(B + C), the
calculated threshold is 3, from w4 + wp or wa + we (refer
to Table III). Accordingly, this defines an NCL3W2-of-3 gate.

As Table IV shows, the selected NCL gate for the example
BVF has the same ON-set (in red). On the other hand, the
OFF-set, in blue for the BVF, is not the same. In NCL gates,
the output will switch to O only when all inputs are at O, as the
table shows in green. In fact, the ON-set of NCL gates signals
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valid data, which generates varying logic values in the inputs
of such gates. However, because we target 1-of-n 4-phase QDI
circuits, it is guaranteed that between each valid data there will
be a spacer, i.e. all wires will go to 0. Therefore, the OFF-set
of NCL gates synchronizes spacers, guaranteeing that there
is no early spacer generation. This ensures that the 1-of-n 4-
phase QDI properties are respected. For instance, assume that
the NCL3W2-of-3 gate signals 1 in its output, which indicates
valid data to the next gate. This output may only switch back
to 0 when a spacer is detected, i.e. when all its inputs are at
0.

BVFs can also be inverted logic functions and can be
mapped to an equivalent NCL gate. However, in this case,
the algorithm proposed by Neutzling ef al. must be applied
searching for the OFF-set of the BVF. Take for example a 2-
input NAND (@) = AB). By applying the algorithm, we find
the threshold (T=2) and the weight of the inputs (wa=1 and
wp=1), which corresponds to an inverted NCL2-of-2 gate. The
truth table of the BVF and the NCL gate are shown in Table
V. As the table shows, the gate also respects QDI definitions
and will only switch its output to 1 when a spacer is detected
(all inputs at 0) and the OFF-set is the same as that of the
BVEF, ensuring that valid data will propagate correctly. Note
that this gate has an inverted output.

TABLE IV
EQUIVALENT NCL AND NCL+

GATES FOR BVF Q=A(B+C). TABLE V

EQUIVALENT NCL AND NCL+
GATES FOR A NAND BVF.
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C. Technology Mapping using NCL Gates

Using a defined set of BVFs and generating the equivalent
NCL gates, an NCL Virtual Library can be generated. Note
that an automated flow exists for generating NCL gates in the
standard-cell level, with automatic electrical characterization,
as presented in [24]. The generated NCL Virtual Library is
compatible with commercial IC design frameworks. In fact, the
input of the proposed design flow is an NCL Virtual Library
together with a library containing inverters and buffers (as
these gates do not jeopardize QDI properties) and a behavioral
Verilog or VHDL description of a 1-of-n 4-phase QDI circuit,
as showed in Figure 4. Such descriptions can be output of
some state-of-the-art asynchronous synthesis framework like
the ones listed in Section I with little modifications, like
replacing NCL gates for their respective BVF, so that the
tool will be able to perform optimizations. Additionally, albeit
the presented design flow can be employed in similar tools,
throughout this work we assume the use of RTL Compiler.

So far, the proposed design flow is not exactly a novelty.
Many works on the state-of-the-art perform template-based
mapping, as presented in [11]. However, what kept designers
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from using commercial CAD optimization algorithms was the
fact that for some logic optimizations, the resulting netlist after
being mapped to an NCL Virtual Library can be corrupted.
Take for example the following behavioral Verilog description
of a 1-of-2 4-phase QDI 2-input half adder:

module HA
input A.

output C

wire C

assign S

assign S.
C

C

e

ke

.0 & B.1);
.0 & B.0);
assign
assign

endmodul

PEBPBPaape

OFR ORF PP~

(A.0 & B.0)|(A.0 & B.1);

Now, assume that we feed the synthesis tool only with an
NCL Virtual Library containing only two-inputs NANDs, to-
gether with a library containing only inverters the minimum set
of gates. Applying de Morgan and other Boolean equivalence
laws, synthesis tools can convert the sums of products of lines
5, 6 and 8 to a set of NANDs. In fact, this is the result we
obtained for the example source code, as showed in Figure
5(a). Note that in this step, the netlist is already mapped to
NCL gates of the target technology. Also note that NCL Virtual
Library gates will always have a _ncl suffix to denote that
they implement NCL logic. Recalling Figure 4, at this point,
the designer can already provide timing and power constraints
to the tool so it can optimize the design accordingly. Note
that this can be done because static timing analysis (STA) is
enabled by the use of functionalities known by the tool. To do
so, the designer can use conventional timing constraints such
as set max_delay. However, it is important to keep in mind that
this netlist may have corrupted the correct functionality of the
circuit. For this reason, at this stage, we call it Xnetlist. For
instance, analyzing the circuit of Figure 5(a), assume that all
inputs are at O (spacer), making all outputs also go to 0. Now,
assume that inputs A.1 and B.1 switch to 1, signaling a 1 value
in A and B. Accordingly, C.1 will switch to 1, signaling a 1
value in the carry out signal (C). However S.0 will not switch
to 1, which denotes that the circuit functionality has been
corrupted. This is because the BVF of the gate that generates
this output, a NAND, has an OFF-set that is not covered by
its corresponding NCL gate, the actually mapped gate. This
problem arises when inverted logic is used. In fact, unless
no inverters are provided for the tool, one cannot guarantee
that the functionality will not be compromised. As classically
there was no way to guarantee the coverage of BVFs ON-set
of inverted functions using NCL gates, because such functions
alter the domain from RTZ to RTO as defined in Equation (1),
this was one of the major barriers that prevented designers to
use conventional CAD tools to map QDI circuits.

D. Netlist Fixing using NCL+ Gates

This was true until recently, with the proposition of NCL+
[21]. In fact, NCL+ gates can be employed for covering
the OFF-set and ON-set of non-inverted and inverted BVFs,
respectively. Also, recalling Definition 2, together with an NCL
Virtual Library (Z), a BVF library also requires an NCL+
Virtual Library (O). For generating the latter, the same method

AANAND2X2 ncl

Al
d Al z c1
Bi> Nvx2
NAND2X2_ncl S.1
VX2 —C.0
NAND2X2_ncl
A0 A —8S.0
B.O—>
(a)
ANAND2X2_ncl
Al Q A 4
8l cA
B VX2
SA
al a z NAND2X2 nclp
Nvx2 c.o
> nclp
A NAND2X2_ncl
A= | S.0
B.0—=- B

(b)

Fig. 5. Example of Xnetlist with only two inputs NAND BVFs and inverters
(a) and the netlist after fix steps (b).

of Neutzling et al. can be employed, but searching for inputs
that are at 0 when defining the input weights and gate threshold
relationships. This means that for BVF QQ = A(B+C) we can
obtain the greater and lower side sets of inequalities showed
in Table VI.

TABLE VI
NCL+ GREATER AND SMALLER SETS OF INEQUALITIES FROM TABLE II

greater side lower side
A+B+C >T> | B
A+B >T> | C
A+C >T> |0
A >T
B+C >T

Employing the algorithm, this leads to a threshold 7=2 and
weights w4=2, wp=1 and we=1. In this way, the NCL+ gate
for BVF Q = A(B+C) (complementary for an NCL3W2-of-
3) is the NCL+2W2-o0f-2. Accordingly, the truth table of such
a gate appears in Table IV. As it can be seen, this gate presents
the same OFF-set of the BVFE. Moreover, it guarantees that the
output will only switch to 1 when all inputs are at 1, allowing
synchronization of RTO spacers. Similarly, NCL+ gates can
be defined for inverted BVFs, like the two inputs NAND. For
this function, the corresponding gate is an inverted NCL+1-
of-2 (IT'=1, weights w4=1 and wp=1). This covers the ON-set
of the BVF, as Table V shows. Therefore, taking for instance
the two-input NAND BVF of a given BVF library, one must
guarantee the availability of an NCL2-of-2 and an NCL+1-of-
2 gates, as specified in Definition 2.

Because NCL and NCL+ gates can be complementary for
a same BVF, together the correct gates cover both the ON-set
and the OFF-set of the BVF, as Tables IV and V show. In
fact, in the definition of NCL gates for a given BVF we look
for Is in the inputs for generating the inequalities, while in
the definition of NCL+ gates, we look for Os in the inputs.
Accordingly, if an NCL gate presents the same ON-set of a



BVF, there is an NCL+ gate that presents the same OFF-set
and vice-versa.

Using an NCL+ Virtual Library, a corrupted Xnetlist can
be fixed. From Equation (1), whenever a signal from an
RTZ domain is inverted, it becomes an RTO signal and
vice-versa. Furthermore, by definition, NCL gates assume the
usage of RTZ, while NCL+ gates assume the usage of RTO.
Therefore the inputs of NCL gates must always belong to the
RTZ domain and the ones of NCL+ from the RTO domain.
Therefore, because NCL+ gates provide the complementary
BVF functionality of NCL gates, if an NCL gate of an Xnetlist,
has inputs from the RTO domain, it must be replaced by its
complementary NCL+ gate from a NCL+ Virtual Library. In
this way, valid data will always be correctly computed through
either the OFF-set or the ON-set of each BVF (refer to Tables
IV and V). Fixing an Xnetlist can be done using a very simple
algorithm:

for each gate of the Xnetlist:
if current gate is NCL and # of inversions is odd:
replace by complementary NCL+

For each NCL gate of the Xnetlist, the algorithm verifies
if the number of inverted gates from an input is odd. If
the condition is true, this means that the gate has RTO
inputs and it must be replaced by the respective NCL+ gate.
Note that any input can be used for this verification, as the
result will always be the same. This is guaranteed by the
implementation, given that 1-of-n 4-phase QDI design will
always be implemented based on the propagation of valid data,
because spacers synchronization is guaranteed by the gates that
implement the circuit. This algorithm was implemented using
TCL scripts and integrated in the RTL Compiler environment
for automatically fixing Xnetlists, given that a NCL+ Virtual
Library is provided, as showed in Figure 4. The result of this
fix is a functional mapped netlist. For instance, the Xnetlists
of Figure 5(a), after being fixed using the algorithm, would
generate the correct netlist, as showed in Figure 5(b). Note
that incorrectly placed NCL gates were changed by their
complementary NCL+ gates, denoted by an _nclp suffix. That
said, depending of the specified constraints, different driving
strengths may have been selected for generating an Xnetlist.
Our automation scripts select similar driving strengths for the
corresponding NCL+ gates that will substitute incorrect NCL
ones. Even though, this can change performance figures.

E. Post-fix Optimizations

The post-fix netlist may also need to be optimized. To
do so, the designer must optimize NCL and NCL+ gates
separately, because they all share the same BVF in their .lib
file and the synthesis tool may end up replacing NCL gates
by NCL+ or vice-versa in wrong places. In this way, the
designer needs to disable either the NCL Virtual Library or
the NCL+ Virtual Library. In RTL Compiler this is done by
defining the attribute preserve to true to all gates of the library.
With that, the tool is able to perform STA and optimize the
design to meet the specified constraints without compromising
the correct functionality of the design. As Figure 4 shows,
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tuning NCL and NCL+ gates can be done iteratively until
required constraints are met. Next, formal verification can be
performed as usual, as all BVFs are known by conventional
tools. For simulation, the employed behavioral models must
reflect the functionality of the actual NCL and NCL+ gates,
rather than BVFs. In this way it is possible to verify that QDI
properties were not compromised. After the logic synthesis is
completed and verified, the mapped netlist can be employed
by physical synthesis tools for generating the layout of the
circuit. Note that all libraries employed in the logic synthesis
must be provided for the physical synthesis tools. However
optimizations in the design must be done separately for NCL
and NCL+ gates, like in the logic synthesis. Layout verification
steps can be performed as usual. Therefore, given a behavioral
Verilog or VHDL description of a 1-of-n 4-phase QDI circuit,
the adoption of the design flow described herein produces a
mapped netlist functionally equivalent to the provided input
description that respects 1-of-n 4-phase QDI definitions.

IV. EXPERIMENTS AND DISCUSSION
A. Experimental Setup and Results

A set of case study circuits was synthesized using the
proposed design flow: an 8-bit ripple carry adder (8bRC),
an 8-bit Kogge Stone adder (8bKS), a 32-bit Kogge Stone
adder (32bKS), a 32-bit Arithmetic Logic Unit (32bALU) and
a 16-bit shift and sum multiplier (16bMULT). The choice
for such case studies was due to the fact that they present
different gate counts and, more importantly, different numbers
of gates in series in the critical path, which allows displaying
the functionality of the proposed design flow for different
logic depths. Synthesis targeted the STMicroelectronics 65nm
bulk CMOS process and all models were based on typical
corners. For simplicity, apart from the library of inverters, with
tens of different driving strengths, we employed a minimum
BVFL, containing only the NAND BVF. NCL and NCL+
Virtual libraries had gates with 6 different driving strengths,
for allowing timing optimizations, and are a subset of the
ASCEnD library [24]. A library containing only the NAND
BVF is useful at this stage as it will generate long logic paths,
stressing the proposed design flow.

After synthesis, we exported the netlist and the annotated
delay to perform timing simulation. Simulation allowed us
to evaluate the correctness of the design and to perform
performance measurements in terms of forward propagation
delay, the time it takes for valid data to propagate from the
inputs to the outputs, and transmission delay, the time it takes
for both data and spacer to propagate through the circuit.
Simulations were performed for 5 scenarios, all simulated for
Ims: (i) the circuit was filled of spacers and there was no
data injection (0%) and (ii), (iii), (iv) and (v) the circuit was
operating with random data being injected 25%, 50%, 75% and
100% of the time. During simulation internal signals activity
was annotated and used as the source to conduct static power
analysis. In this way, (i) allowed us to measure quiescent
power and the remaining scenarios provided results on how
the power of the case studies increased as activity increased.



TABLE VII
CASE STUDIES SYNTHESIS, SIMULATION AND POWER ANALYSIS RESULTS.

[ [ Gates | % NCL | % NCL+ [ % INV [ #CP [| Diwans. | Drwa. || Pwros | Pwraosq | Pwrsog [ Pwrysg [ Pwrigow |
8bRC 247 41 27 32 60 7.71 ns 3.9 ns 0.014 mW 2.926 mW 5.835 mW 8.744 mW 11.649 mW
Fast 8bRC 282 35 28 37 48 2.72 ns 1.41 ns 0.021 mW 4.261 mW 8.496 mW 12.736 mW 16.964 mW
Improvement -14% 15% -4% -16% 20% 65% 64% -50% -46% -46% -46% -46%
8bKS 422 49 27 24 24 441 ns 233 ns 0.030 mW 5.436 mW 10.837 mW 16.239 mW 21.631 mW
Fast 8bKS 521 41 24 35 18 3.07 ns 1.55 ns 0.041 mW 11.002 mW 21.957 mW 32.903 mW 43.840 mW
Improvement -23% 16% 11% -46% 25% 30% 33% -37% -103% -103% -103% -103%
32bKS 2942 48 26 26 36 5.13 ns 2.74 ns 0.124 mW | 21.392 mW 42.641 mW 63.892 mW 85.104 mW
Fast 32bKS 3446 42 22 36 26 3.84 ns 1.96 ns 0.249 mW | 59.503 mW | 118.700 mW | 177.897 mW | 237.009 mW
Improvement -17% 13% 15% -38% 28% 25% 28% -101% -178% -178% -178% -178%
32bALU 4924 45 23 32 44 227 ns 1.23 ns 0.334 mW | 36.577 mW 72.794 mW 109.077 mW | 145.143 mW
Fast 32bALU 5141 40 22 38 34 1.56 ns 0.84 ns 0.371 mW | 63.171 mW | 125.770 mW | 188.358 mW | 250.870 mW
Improvement -4% 11% 4% -19% 23% 31% 32% -11% -73% -73% -73% -73%
16bMUL 18371 42 25 33 432 53.68 ns | 27.02 ns 1.188 mW 10.345 mW 19.474 mW 28.646 mW 37.791 mW
Fast 16bMUL 21041 39 22 39 216 40.73 ns | 20.53 ns 1.529 mW | 18.315 mW 35.087 mW 51.862 mW 68.569 mW
Improvement -15% 7% 12% -18% 50% 24% 24% -29% -717% -80% -80% -81%

Table VII provides an overview of the obtained results for a
synthesis with relaxed timing constraints and strict timing con-
straints (lines with the word Fast before the name of the case
study). Note that the latter employed constraints iteratively
defined in order to achieve maximum speed possible with
the provided BVFL. Definitions of the constraints were done
defining max_delay attributes. Also, case studies presented
different gates count: from 247 to 18371 for relaxed con-
straints. From these, always more than 40% were NCL gates
and less than 30% NCL+ gates. The remaining were inverters
required by the logic. Note that the increased percentage of
inverters in the design is a consequence of providing only a
NAND BVEFE. As constraints were strict, gate count increased
up to 23% and the percentage of NCL and NCL+ gates
decayed, a consequence of the logical optimizations that the
tool performed and the possible insertion of extra inverters.
The table also shows the number of gates in the critical path
(# CP), which varied from 24 to 432 for the relaxed timing
designs. Note that as timing constraints were strict, substantial
reductions on the critical path were observed, up to 50% in
the case of /6bMUL. This demonstrated that the design flow
is capable of allowing the synthesis tool to perform logic
optimizations according to the specified constraints.

A direct consequence of that is observed in the Dy, col-
umn of the table. Accordingly, as we strict timing constraints,
is substantially reduced, up to 65%. Another interesting result
was that forward propagation delay (Dp,, ) always kept around
50% of transmission delay for all designs. This is a very
important aspect for asynchronous circuits, as a short Dgyy
allows starting communication with interconnected modules
earlier. Moreover, if one desires to reduce forward propagation
delay, is just a matter of tuning the NCL and NCL+ gates
that compose the employed libraries, unbalancing low to
high and high to low delays. Finally, power results help
demonstrating how QDI circuits are very well suited for low
power applications. As the table shows, power scales as the
activity in the circuit is increased. This is due to a natural
characteristic of such circuits: modules are active only when
and where required. Also, note that as timing constraints were
strict, the case studies presented increase in power. In this
way, the proposed design flow allows designers to trade-off

performance figures in a 1-of-n 4-phase QDI design.

For verification sake, we also picked the 16bMUL circuit
and introduced all combinations of valid data and spacer in
the inputs. This allowed us to validate that the circuit would
only generate valid data/spacers in the output after all inputs
had valid data/spacers, respecting QDI principles.

B. Contributions of this Work

Related works either employ custom made tools that map
the design using template-based approaches or impose severe
restrictions to the synthesis tool that avoids taking advantage
of logic optimization algorithms. Albeit many articles about
asynchronous circuits synthesis are available on current liter-
ature, we selected a set that supports the same class as our
design flow. A common problem with most of these [8]-
[10], [12]-[14], is the fact that they focus on pre-mapping
synthesis optimizations and then translate the generic netlist to
a mapped netlist using a template-based approach that relies on
the usage of NCL gates, which is not effective. An important
issue raised by Cheoljoo and Nowick in [8] is the fact that
optimizations during synthesis may introduce orphans in QDI
circuits. Fortunately, this can be solved by our design flow
by employing an initial DIMS-like circuit description [8] and
avoiding optimizations of multi-input C-elements. Designing
scripts for automating this task is ongoing work.

Another flow, presented by Kondratyev and Lwin in [11]
presents an optimization of template-based methods that allow
some post-mapping optimization. In fact, the approach is
quite similar to the one proposed in this manuscript. For the
synthesis steps, NCL gates are represented by their set Boolean
functions so that the synthesis tool can use them. The draw-
back is that because the authors employ only NCL gates, they
are able to optimize only the set phase of functions. Thus, these
authors assume that all functions are non-inverted and use only
the ON-sets for performing logic optimizations. This clearly
avoids taking advantage of more efficient optimizations, which
are supported by our design flow through the use of NCL+
gates. In addition, it is not clear how the authors cope with
inverted logic that can be inserted in the design, which as
we demonstrated here can jeopardize correct functionality. In
fact, the possibility of having the complement of an NCL gate,
defined as an NCL+ gate by Definition 2, is the core of the
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proposed design flow. This explains why it was not possible to
use commercial tools for mapping NCL gates until the advent
of NCL+. Also, note that basic functions like AND, NAND,
OR and NOR can all be implemented as TLFs and can be used
to implement any logic circuit. Therefore, having only one of
these basic functions as a BVF guarantees the possibility of
implementing any 1-of-n 4-phase QDI circuit description.
This paper stands off by proposing a design flow for 1-of-n
4-phase QDI synthesis based on NCL that for the first time
uses IC design commercial frameworks features extensively.
This allows taking advantage of well defined optimization
algorithms rather than relying in template-based approaches
and optimizations. Salient features of the method include to
enable the exploration of STA and pre- and post-mapping
optimizations. Furthermore, the flow is capable of mapping
behavioral HDL into inverted and/or non-inverted NCL and
NCL+ gates, which allows generating shorter logic paths
than the ones generated when using only non-inverted NCL
gates. Another important aspect is that it allows exploring
timing/power/area optimizations with conventional constraints
descriptions and allows post-synthesis optimizations. It also al-
lows handling arbitrary networks with high fanin and complex
gate types. Moreover, albeit in this work we employed static
NCL implementations, the proposed flow allows automatic
choice for different NCL topologies when these are available
in the BVFL. In fact, the synthesis tool decides the best
trade-offs based on power/timing/area models and constraints.
Another major contribution is the definition of a systematic
approach for implementing NCL and NCL+ Virtual Libraries
to use in the proposed design flow. Finally, a very important
aspect of the proposed flow is that it can be used together
with previously proposed design flows, allowing post mapping
optimizations for QDI circuits generated with them. Hence, the
flow can be a complement for existing synthesis environments.

V. CONCLUSIONS

This paper demonstrated that usual synchronous commercial
EDA Frameworks can indeed be employed for mapping logic
functions into NCL gates and performing logic optimizations.
We have introduced a design flow that automates the task of
implementing 1-of-n 4-phase QDI circuits using commercial
Frameworks intended for synchronous designs. The results we
obtained using the flow demonstrate that conventional tools
can indeed be efficiently used to optimize circuits composed
of NCL gates. As future work, we will explore the automatic
translation from conventional combinational circuits to 1-of-
n 4-phase QDI and also submit a test-chip for fabrication to
validate the result of our flow on silicon. Finally, it is also
future work the development of scripts for enabling STA for
sequential designs. To do so, the method proposed here can
be performed iteratively disabling feedback loops.
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