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Abstract—Software test is a technique to obtain information
about software systems quality. Performance test is a type of
software test that aims at evaluating software performance at
a given load scenario, but it requires specialized knowledge
about tools, activities and metrics of the domain. Since ontology
is a promising knowledge representation technique, this paper
presents a literature review to identify trends and compare
researches of ontologies in the fields of software testing and
software performance. Also, to investigate this issue from a prac-
tical perspective, it was developed an ontology for representing
the core knowledge of performance testing. This paper presents
the ontology and compare it with related ones. Then, semantic
technologies are explored to demonstrate the practical feasibility
of developing ontology-based applications for assisting testers
with performance test planning and management.

I. INTRODUCTION

Planning and executing software tests demand specialized
knowledge about testing techniques, criteria, artifacts and
tools, among others. This diversity of concepts and their rela-
tionships make the establishment of a common understanding
an issue to be considered. Ontology is a technique for capturing
domain knowledge and, therefore, it shows great potential to
be used in the knowledge rich testing process. Ontologies have
achieved an important role with respect to information systems,
knowledge management and information sharing systems as
well as for the development of fields such as semantic tech-
nologies. On software testing, ontologies can provide a precise
choice of terms to be used in the communication between
testers, developers, managers and users. Thus, ontologies make
explicit the hidden assumptions related to this practice [1],
and support the acquisition, organization, reuse and sharing of
knowledge in the domain. This work reports both theoretical
findings and practical experiences obtained to answer the
following research questions: RQ1. What is the state of the
art of using ontologies in software testing? RQ2. Can ontolo-
gies represent performance testing knowledge? RQ3. Which
inferences are enabled by a performance testing ontology?

To answer the RQ1, papers using ontologies for software
testing activities were analysed and compared based on several
criteria such as, if they propose new ontologies, present
ontology-based applications, use ontology technologies, and
compare or evaluate ontologies. This field mapping guided the
decisions in the remainder of the research, i.e., the most used
ontology technologies were also adopted to build our ontology
of performance testing. To investigate the RQ2, we built the
performance testing ontology in OWL [2] (Web Ontology
Language) with Protégé [3] and compare it with the two
most related ontologies. To evaluate the RQ3, ontology-based
applications were developed employing semantic technologies,
such as Pellet [4], SQRWL [5], OWL API [6] and Protégé [3].

At a higher level of abstraction, the applications help testers
to define what have to be taken into consideration for the
execution of performance tests. The ontology-based applica-
tions aim to help performance testers to manage instances of
concepts and relationships in this domain, such as performance
test tools, activities, metrics, goals and artifacts. The ontology
is applied to support tester’s decisions by suggesting, for
example, a methodology for test development or indicating
tools aligned with the test goals. Then, it is possible to generate
a performance test plan according with testers decisions.

This paper is organized as follows. Section II explains
our literature review about ontologies in software testing
and software performance. Section III shows the scope and
conceptualization of our proposed performance testing domain
ontology. Section IV presents an evaluation of this ontology
by comparing its metrics with related ones. Section V explains
ontology-based applications developed based on our ontology.
Section VI concludes this research.

II. LITERATURE REVIEW

Ontology is a technique to represent and manipulate knowl-
edge. To clarify the main researches and to identify the state
of the art regarding the use of ontologies in the domains of
software testing and software performance, a literature review
was conducted. By mapping the field, it becomes possible to
identify research trends, implications for practice, open issues
and areas for improvement. Since it was not found any system-
atic review or systematic mapping with the same scope, this
literature review is an opportunity to bring interesting scientific
findings. The scope of the review embraces researches that
study or apply ontologies to benefit the domains of software
testing or software performance. Therefore, its main objective
is to assess the impact and provide a comprehensive overview
about the use of ontologies in the mentioned areas. Following
the systematic review vocabulary [7] this literature review has
as population software professionals related with software
testing or software performance; as intervention any ontology-
based approach; and as outcome any type of evidence about
the use of ontologies on software testing or software perfor-
mance. To accomplish this review, three article databases1

were consulted: IEEE Xplore Digital Library, Scopus and
Compendex. The search string adopted is the following:

ontology AND (“software testing” OR “software test”
OR “software performance” OR “system performance” OR
“performance testing” OR “performance test” OR “load test”
OR “load testing”)

1Databases: IEEE Xplore Digital Library http://ieeexplore.ieee.org/, Scopus
http://www.scopus.com/, and Compendex http://www.engineeringvillage.com/
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This review was conducted in March 2013 and it was
searched all articles up to 2012 (inclusive). Table I shows
the results obtained by using the search string in the afore-
mentioned databases. The search on Scopus was limited to
article tittle, abstract and keywords, and from its results 20
papers were filtered because they are conference reviews. The
reason to remove 5 results from the IEEExplore is that 4 are
conference proceedings and 1 result came duplicated. From
the Compendex results, 11 papers were excluded since they
are conference proceedings (not journal or conference article).
From this total of 314 articles returned in the databases, 79
were removed because they are duplicated results retrieved
by more than one database, resulting in 235 different papers.
For the next step, the title, abstract and keywords of these
235 resulting articles were fully read to analyse if each paper
meets the inclusion criterion of using ontologies in the fields
of software testing or software performance. More precisely,
a work that makes at least one of the following contributions
was considered likely to be relevant to the field:

IC1. Propose an ontology related with the domain of soft-
ware testing or software performance.

IC2. Present an approach or application based on ontologies
to improve software testing or software performance.

IC3. Evaluate or compare ontologies related with software
testing or software performance.

Therefore, a paper is excluded from this literature review
if it does not present at least one of the inclusion criteria
defined above. Likewise, exclusion criteria were defined to
complement those inclusion criteria by defining characteristics
that classify a paper as out of the desired scope. A paper is
disqualified if it meets at least one of these exclusion criteria:

EC1. The domain of interest is not related with software
testing or software performance, which means that a
test is mentioned only to evaluate a system not related
with software testing or software performance.

EC2. The research is not related with ontologies.
EC3. It is not written in English language.

The search string was designed to be highly generic in order
to retrieve papers beyond the desired scope. However, the in-
clusion criteria was created aiming at filtering these additional
results. Consequently, reviewers had an extra work to analyse a
bigger amount of papers, but the risk of not retrieving relevant
results was mitigated in this way. After applying those criteria,
199 articles from those 235 were removed, which represents
84.68% of the initial sample. The main reason that removed
a paper is the lack of contribution to the domains of software
testing or software performance (EC1). In other words, 36
articles (15.32% of the sample) met at least one of the inclusion
criteria and did not meet any one of the exclusion criteria. It
was found the whole text of only 33 articles from this list of 36
works, thus, 3 papers had to be removed from this review2. The
33 remaining articles were fully read, analysed and compared
according with the research questions presented in sequence.
During these stage 15 papers were removed from the review
because of two different reasons: (i) the presented ontology-
based approach was not clearly specified, or the ontology itself
was missing, which removed 10 papers; and (ii) the paper was
a shorter and older version of another paper already selected

2The papers removed from this review and the reasons can be found at
https://code.google.com/p/performance-ontology/wiki/LiteratureReview

TABLE I. RESULTS OBTAINED WITH THE SEARCH STRING

Database Raw Results Excluded Results
IEEExplore 137 5 132

Scopus 156 20 136

Compendex 57 11 46

Sum 350 36 314

in this review, which removed 5 papers. Then, the resulting 18
researches ([1] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17]
[18] [19] [20] [21] [22] [23] [24]) were analysed and compared
against the following questions.

How many works regarding ontologies in software
testing or software performance domains propose new
ontologies? What are the domains of these ontologies? New
domain ontologies were proposed in 16 of these 18 papers,
only [9] [19] used already developed ontologies. The domains
addressed by each work are the following:

- Software testing, focusing on concepts such as test activities
& artifacts [8]; test coverage criteria, test objectives & test
cases [13] [16]; testers, test resources & activities [17] [18]
[20]; test case, test process & test techniques [1]; test projects,
test documents & test knowledge level [14]; test data, test
result, test schedule & test plan [21]; and test case [12] [22].
- Software performance models, i.e., workload, resource uti-
lization, requests, servers and users [9] [10] [23] [24];
- Non-functional requirements, including concepts such as
performance requirements & response time [11];
- Web services behaviour concepts [15] [19];

Which ontology-based applications in software testing
or software performance domains are already developed?
Application of ontologies are demonstrated in 15 of the 18
papers. This characteristic was missing at [8] [9] [11]. The
application of ontologies for test case reused was explored
in 3 papers: [1] [12] [22]. The performance assessment and
improvement at runtime based on ontologies was investigated
in 3 works: [10] [23] [24]. An ontology-based framework for
test case generation is presented in [16] and an unit test case
generation approach is explained in [13]. The generation of
test case or test input data for web services, which usually
includes automatic discovery and composition of web services,
is investigated in 5 works: [15] [17] [19] [20] [21]. Finally, the
use of a software test ontology for knowledge management
was researched in [14] and his use to establish a reference
architecture is presented in [18].

Which advantages were identified of using ontologies
in software testing or software performance domains?
Generally speaking, ontologies were used for knowledge repre-
sentation, sharing, reuse, reasoning and inference. Specifically
in the domains of software testing and software performance
ontologies can be explored to enhance test case generation,
foster test knowledge reuse, improve performance analysis
and enable test tools interoperability. The advantages and
contributions of ontology-based applications highlighted in the
literature were diverse, as can be observed in the sequence.
Representing data and reasoning about the environment state
and the system performance in ontologies were advantages
highlighted in [10]. According with [23], ontology reasoning
allows the system to infer performance knowledge and take
decisions about his own performance represented in ontologies.
Similarly, in [24] it was studied the advantages of ontologies
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to express performance-related information in a context-aware
ambient intelligent application and the use of this knowledge
to assess the application performance during its execution.
In [11], ontology was used to support decision making in
order to improve software performance and better achieve non-
functional requirements. Test case specification and reuse by
means of ontologies is proposed in [12]. Moreover, improving
test case management is an advantage identified in [1] and
ontology-based enhancing test case generation was researched
in [16] [21]. In [21] the conclusion is that rules and reasoning
techniques improve test generation intelligence and ontologies
ease the sharing of testing assets. Semantic-level mutation
testing analysis is another important contribution of using
ontologies, as identified in [15]. In [17], it was concluded
that ontologies enable automatic processing of testing tasks
and standardize the vocabulary for encoding the information
exchanged between testing services. According with [18],
ontologies provide a mechanism to support the acquisition,
organization, reuse and sharing of testing domain knowledge.
Another interesting conclusion is that ontology reasoning can
greatly improve the intelligence of automatic test generation,
according with [19]. Testing process improvement, testing
strategies definition and testing improvement measurements
are advantages cited in [8]. Tool interoperability and model
transformations were identified by [9]. In the realm of testing
services, it was said that ontologies support dynamic discov-
ery and invocation of testing services without compromising
security, privacy and intellectual property rights [20].

Which limitations were identified of using ontologies
in software testing or software performance domains? In
[10], it was said that the proposed ontology-based approach to
improve performance during execution can cause the opposite
effect, which is performance degradation. This effect can
result from a bad designed approach where the computation
overhead used for reasoning exceeds the benefits obtained
by the possible performance improvements. Moreover, the
approach for ontology-based test generation presented in an-
other work [13] can introduce the limitation of requiring
knowledge engineering skills. Similarly, modelling complex-
ities and time efficiency were cited as possible downsides of
the test case generation approach proposed in [16]. In [17],
it was concluded as limitation that is impossible to build a
complete ontology of software testing given the huge volume
of software testing knowledge and the rapid development of
new testing techniques, methods and tools. As observed in
[18], each ontology can cover certain knowledge aspects and
use a different terminology. Finally, according with [24], there
is no single correct ontology for any domain. Thus, ontology
design is a creative process as modelling itself [24].

Which ontology technologies are more frequently ap-
plied? The ontology language most cited is OWL, in 14 of
the 18 papers. The 4 works that did not cite any ontology
languages or technologies were [9] [14] [16] [22]. Among the
works that used OWL, the following 5 papers used an OWL
extension known as OWL-S: [15] [17] [19] [21] [23]. The
ontology tool most used is Protégé, as cited in the following
7 papers: [8] [12] [1] [17] [18] [19] [21]. Similarly, the
Uschold methodology was the most cited approach for building
ontologies, cited by the following 4 papers: [1] [10] [12] [23].
The most cited reasoner was Pellet, mentioned only by 2
works: [15] [21]. Another interesting technologies cited were

Jastor [10] [23], POSL and OO jDREW [13], Jess [21] [23],
SWRL [21], OWL API [17] [21], OWL-S API [17] [19] and
Jena [15] [19] [21] [24].

Which sources are used to build the ontologies and
which sources could be used to build ontologies? The
main sources cited in the 18 papers were the following:
SWEBOK [8] [1] [14]; Testing Maturity Model [8]; Capabil-
ity Maturity Model [8]; UML SPT [9] [23]; Core Scenario
Model and Software Performance Engineering Meta-Model
[9]; RFC 2616 (HTTP/1.1) [10]; Non-Functional Requirement
Framework Softgoal Interdependency Graph [11]; ISO/IEC
9126-1:2001 [1]; and UML Testing Profile [21]. Moreover,
the following papers adapted and reused other ontologies,
such as Time Ontology [23] [24]; Software Testing Ontologies
[17] [20]; and Object Management Group Ontology Definition
Meta Model [16]. On the other hand, the following papers did
not explicitly cite any sources that were used or could be used
to build ontologies [12] [13] [15] [18] [19] [22].

Which approaches are used to evaluate or compare
ontologies in the domains of software testing or software
performance? None of these 18 analysed papers addressed
the issue of ontology validation. Also, comparisons among
ontologies or even comparisons among papers that addressed
ontologies in software testing or software performance do-
mains were not found in the analysed literature. These charac-
teristics indicates that this research topic is still in its infancy.
Another related point is that none of these papers explicitly
indicates a place where the ontologies or the ontology-based
applications could be accessed and downloaded. However, it
is possible that the ontologies and application proposed were
not intended to be public, e.g., they could be protected by
some form of intellectual property. The unavailability of the
ontologies complicates the overall understanding of the papers.

This section presented the results obtained from a literature
review about ontologies on the domains of software testing and
software performance. Although ontologies in related domains
can be found (e.g., a software testing domain ontology), this
work is the first to propose an ontology on performance testing
domain to answer the competency questions detailed in next
section. We highlight that the trends and patterns identified in
this literature review were used to guide decisions related with
the ontology development approach adopted in this work.

III. PROPOSED ONTOLOGY

The motivation to build an ontology of performance testing
lies in the assumption that the identification of tools, activ-
ities, metrics, artifacts and other domain concepts requires
previous knowledge over the performance testing domain.
Consequently, this research studies the possibilities of using
ontologies to represent this knowledge and support tester’s
decisions. The ontology editor tool Protégé-OWL [3] was used
to develop our ontology of software performance testing. The
formalism that represents the ontology is OWL, which is a
web standard language intended to explicitly represent the
meaning of terms in vocabularies and the relationships between
those terms [2]. In this context, it was adopted the ontology
development methodology proposed in [25]. The first step of
this methodology is to determine the ontology domain and
scope. The ontology covers the domain of software perfor-
mance testing and some examples of competency questions

402402



Fig. 1. Class hierarchy (left); main ontology concepts and properties (right)

that it must answer are listed in the sequence. Which features
should be considered during the preparation of a performance
test? How to choose which technologies can be used according
with the configuration of a system that will be submitted to a
performance test? Which activities the performance test must
have to achieve its goals? Which performance test tools can
be used if the test objective is to monitor the Linux operating
system? Given a test tool, which metrics it can collect and
which protocols it is able to load test? The answers to these
questions will be inferred from the concepts, properties and
instances of our performance testing ontology. Constraints and
capabilities involved in the application of each technology, e.g.,
a capability provided by the performance testing tool Load-
Runner is load testing applications over the HTTP protocol.
Thus, once the test environment is defined, it is possible to
choose technologies that can be used on a specific instance
of performance test. Furthermore, according to the testers’s
choices in drafting a new performance test, a corresponding
test plan can be generated as a result of the application that
uses this ontology. The test plan is a document that provides
the basis for the execution of software testing in a manner that
is organized, systematic and well documented [26].

The second step of the methodology [25] is to consider
the reuse of existing ontologies. Ontologies repositories were
searched for OWL ontologies in related domains, since it
was not found any ontology covering specifically the domain
of performance testing. We analysed ontologies of software
testing, such as OntoTest [27] and SwTO [28]. Our ontology
was built based on concepts extracted from the Software
Engineering Body of Knowledge (SWEBOK) [29], the IEEE
Standard Glossary of Software Engineering Terminology [30]
and the IEEE Standard for Software Test Documentation [26].
Then, the most important terms of the performance testing
domain began to be defined as top classes and relationships,
as shown in Figure 1. Some of these concepts and properties
in the ontology use the acronym PT, which stands for Per-
formance Test. Beyond the obvious performance test concept,
the proposed ontology is composed of concepts such as per-
formance test activities, tools, goals, artifacts (also known as
deliverables), testers, performance metrics and concepts related
with the system under test. Figure 1 shows the performance
test concept (named PerformanceTest) with a color highlight.
The reason is that PerformanceTest is an OWL defined class,
while the other concepts are primitive classes. In OWL,
primitive classes have restrictions that all individuals belonging
to the class must satisfy, but it does not mean that a random

Fig. 2. Concept hierarchies of PerformanceMetric, PTActivity and PTArtifact

individual that meets these conditions necessarily belongs to
that class [2]. On the other hand, a defined class means that
all individual belonging to that class must satisfy its class
restrictions, and also means that any random individual that
meets these class restrictions can be classified as belonging to
that concept by semantic reasoners. According to this ontology,
an instance of PerformanceTest must be related with at least
one instance of PTActivity through the property hasActivity,
as depicted in Figure 3. In addition, a performance test must
have relationships with at least one application under test (Ap-
plicationUnderTest), one goal (PTGoal), one tool (PTTool) and
one performance metric (PTMetric) through the corresponding
properties as defined at the PerformanceTest concept. Figure 1
shows a class diagram illustrating the main ontology concepts
and relationships. The origin of a property denotes its domain,
and its destination is the image (or range) of such relationship
between concepts.

The test activities represent important concepts in this
proposed performance testing ontology. Figure 2 points out
the PTActivity concept hierarchy, while Figure 3 illustrates the
axioms of two concepts that specialize PTActivity: PTReportE-
laboration and PerformanceToolsDefinition. Besides the gener-
atesArtifact property, these concept have restrictions based on
the dependsOn property, which is a transitive property having
PTActivity concept both as domain and image. Because of
the transitivity characteristic, if an activity A depends on an
activity B and this activity B depends on an activity C, then
it can be inferred that A depends on C. The activities of per-
formance tests were classified in the ontology as development,
documentation, implementation or planning activities. These
categories are not mutually exclusive, for example, the activity
responsible for creating the test plan (PTPlanElaboration) is
classified both as documentation and planning activity. As
Figure 1 illustrated, further properties of this concept explored
in the ontology refer to the fact that an activity may be
supported by a tool and also an activity can generate an artifact
such as, for example, a test case.

Figure 2 also depicts the PTArtifact concept hierarchy,
which was designed according with IEEE 829-1998 [26]
taxonomy. In this standard, test documentation is divided
into three types: planning, specification or reporting. These
concepts can help the tester to determine which set of test
documents will be used and what information each of these
documents should include. Thus, the ontology provides a
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standard description of test documents, which might serve as
a reference to facilitate communication about the meaning of
each test artifact. The performance metric is also an important
concept of the ontology, which is divided into two main
categories: the metrics related with machines and the metrics
related with transactions. The machine metrics, represented by
the MachinePerformanceMetric concept, are subdivided into
more specialized categories, such as metrics of memory, pro-
cessor, process and disk. This hierarchy is shown in Figure 2,
which also indicates that these concepts already have instances.
For example, the class MemoryMetric has as instances the
amount of memory available in megabytes and the number
of pages accessed by the second. On the other hand, the
metrics related to a transaction are represented by the PTMetric
class, which have instances to represent the response time and
the throughput. Still regarding the metrics, the ontology has
the property canMonitor to represent that a given test tool
can monitor certain performance metrics. In other words, the
property canMonitor has the class PTTool as domain and the
class PerformanceMetric as range, as depicted at the right side
of Figure 1. The PTTool concept was also already instantiate,
it has 18 instances to represent performance test tools, such as,
LoadRunner, Visual Studio, JMeter and so on. These instances
were defined to represent the features offered by each tool.

The ontology defines 7 concepts as subclasses of PT-
Goal to represent different possible performance test goals.
Figure 3 depicts the restrictions of one of these concepts,
named NormalWorkloadPerformanceEvaluation. For example,
if a test has the goal of determining the performance of
a system (NormalWorkloadPerformanceEvaluation), then at
least one instance of activity responsible for analysing the
performance measurements (PerformanceMeasurementAnaly-
sis) must be executed. This restriction is defined using the
property imposesActivity, whose domain is PTGoal and image
is PTActivity. As shown in Figure 3, goals are modelled as
classes to allow the specification of constraints at concept level,
and these classes only need a single instance to represent the
test goal that will be used to specify performance test instances.

This section presented the proposed ontology for the do-
main of software performance test. Next section shows an
approach to assess and compare the proposed ontology.

IV. ONTOLOGIES COMPARISON

Evaluating the quality of an ontology allows the identifi-
cation of parts that can be better specified and enables the
comparison between two or more ontologies. This section
compares the proposed ontology with the two most related
ontologies found in literature: OntoTest [27] and SwTO [28].
OntoTest [27] is an ontology of software testing built in order
to support the acquisition, organization, sharing and reuse of
knowledge regarding this domain. OntoTest explores the differ-
ent aspects involved in the activity of software testing, defines
a common vocabulary and also helps in the establishment of
reference architectures. Such architectures simplify the use and
integration of tools, processes and artifacts in software engi-
neering environments. On the other hand, SwTO [28], which
stands for Software Test Ontology, is an ontology concerning
software testing designed for testing over the Linux domain.
Hence, SwTO represents both software testing concepts and
Linux operating system concepts [28], but without focusing on

Fig. 3. Axioms on four different concepts: PerformanceTest (upper left), Nor-
malWorkloadPerformanceEvaluation (lower left), PTReportElaboration (upper
right) and PerformanceToolsDefinition (lower right)

performance testing. An ontology evaluation and comparison
approach based on metrics describes and highlights certain
aspects of each ontology, rather than classifying them as right-
wrong, efficient-inefficient, and so on. From the viewpoint
of ontology developers, metrics can be used to recognise
areas that might need more work or cause problems. Table II
shows metrics extracted in Protégé [3] for each ontology being
compared. In principle, a bigger number concepts indicates
that more domain elements were represented in the ontology.
However, absolute metrics, such as the number of concepts, do
not take into consideration whether these concepts are correct
or if they will be useful. Moreover, Table II highlights that
Ontotest [27] presents the highest number of concepts but the
smallest number of relational properties. On the other hand,
SwTO [28] was the ontology with more relational properties
but less concepts. Also, the proposed ontology presents more
predefined instances and axioms.

The performance testing domain has different concepts
and properties when compared with these related ontologies,
such as performance metrics, different testing goals and tools
capabilities. On the other hand, upper concepts such as tester,
artifact and activity are similar, although there are different
subclasses of these concepts between the domains of software
testing and performance testing. In other words, these related
works address the software testing domain, but do not specify
the performance testing sub domain. Table II illustrates the
differences according to the number of subclasses among
the main concepts represented in each of these ontologies.
According to Table II, the proposed ontology specifies with
more detail the concepts of test activity, test deliverable and
performance metric. Although the SwTO represents 11 test
goals, as opposed to the proposed ontology, not all these goals
are applicable to the performance test domain. The differences
among these ontologies are not only the numbers of concept
subclasses shown in Table II. For example, the concept test
tool exists in all ontologies, but in the proposed ontology
it is used in 5 properties and it is related with 4 different
concepts. The same concept is used in only 2 properties in
the other ontologies. There are also divergences regarding the
axioms that define each concept, properties and individuals
represented in each ontology. These ontologies were designed
based on distinct competency questions and domains. The
focus of our ontology is the performance testing domain, thus
it describes concepts not represented in other ontologies, such
as the performance metrics, as shown in Table II.
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TABLE II. ONTOLOGIES COMPARISON

Number of ... PTOntology Ontotest SwTO
Concepts 99 126 85

Relational properties 44 19 85
Datatype properties 9 6 26

Instances 171 18 36

SubClassOf axioms 118 161 166
DisjointClasses axioms 231 0 180

AnnotationAssertion axioms 187 0 153

Test activity concepts 29 20 7

Test document concepts 10 8 4

Test goal concepts 7 0 11
Test deliverables concepts 13 7 0

Test tool concepts 10 0 1

Test tool instances 18 1 32
Performance metrics concepts 23 0 0

V. ONTOLOGY-BASED APPLICATIONS

Applications using our ontology can be developed in dif-
ferent ways such as by extending the functionality of Protégé
or using an API for ontology manipulation. The following
subsections illustrate some of these ways of using the proposed
ontology. Although these ontology-based applications employ
different approaches, the goal is always to help the software
tester to establish performance tests. The applications aim at
supporting testers’ decisions with domain knowledge of tech-
nologies used in performance testing software, validating and
recommending options according with the test environment,
goals and activities that tests might present. To achieve this,
the applications must query the ontology that has knowledge
about the activities required to conduct performance tests,
the tools that can solve such activities, the requirements for
using a given test tool and so forth. One assumption for
such applications is that the identification of appropriate tools,
activities, artifacts and metrics for a specific test requires some
prior knowledge about the domain. Thus, applications might
assist testers according with the knowledge represented in the
ontology. To execute inferences over the domain, the available
axioms in the ontology are manipulated to answer questions
designed according with the ontology scope, which are as
follows: According to the test environment, which tools can
be used? According to the test goals, which activities should
be performed? According with both the test goals and test
environment, which performance metrics may be collected?

A. Using Semantic Reasoners

It is expected from an OWL semantic reasoner the func-
tionalities of consistency checking, concept satisfiability, clas-
sification and realization [4]. Consistency checking ensures
that the ontology does not contain contradictory facts; concept
satisfiability checks if it is logically possible for a concept to
have instances; classification computes hierarchical relation-
ships between classes, and realization find concepts to which
individuals belong [4]. In other words, semantic reasoners are
able to infer logical consequences from an initial set of axioms.
To use the reasoners feature known as realization, some con-
cepts with restrictions were defined, for example, an individual
is a MonitoringTool if it belongs to the PTTool concept, has
the property canCollectMetric with an instance of MachinePer-
formanceMetric and also has the property supports with an
instance of PerformanceMetricMonitoring. It is important to
remember that more complex concepts can be build based
on previous concepts, for example, the LinuxMonitoringTool

Fig. 4. Executing the semantic reasoner Pellet in the proposed ontology

concept is any individual that is a MonitoringTool and has
at least one relationship with a LinuxBasedOperatingSystem
individual through the property canMonitor. An example ex-
ecuting a semantic reasoner is presented in Figure 4, where
18 individuals were classified in the PTTool hierarchy using
the Pellet [4] reasoner. In this example, from the 18 instances
of PTTool, 15 were classified as LoadGenerationTool, 10 as
MonitoringTool, and so on.

B. Executing Queries in SQWRL

Another way to explore the proposed ontology is using
semantic queries represented in SQWRL (Semantic Query-
enhanced Web Rule Language) [5]. SQWRL provides a simple
and expressive language for querying OWL ontologies in a
way that queries are serialized along with the ontology [5].
Below there is an example of a SQWRL query that retrieves
HTTP (HyperText Transfer Protocol) load generation tools,
which are instances of performance test tool that can gen-
erate load at the HTTP communication protocol: PTTool(?x)
� generatesLoadOn(?x, ?y) � sameAs(?y, HTTP) ��

sqwrl:select(?x, ?y) � sqwrl:columnNames(“Performance Test
Tool”, “Communication Protocol”) � sqwrl:orderBy(?y)

C. Extending Protégé Software

Protégé can be configured to allow intuitively ontology
visualization and manipulation by end users. Still, Protégé
has an architecture that allows development of plugins that
add new features to the tool [3]. Thus, it is possible to take
advantage of the existing functionality of Protégé, for example,
the use of semantic reasoners and execution of queries written
in SQWRL. Protégé allows different kinds of plugins, in this
work it was developed components known as tab widget and
slot widget plugins. Tab widget plugins are new tabs that can
be visualized at Protégé interface to implement new features.
In contrast, a slot widget plugin is a graphical component that
extends some Protégé graphical interface component aiming
at expanding the viewing and editing information of ontology
individuals and properties. The developed tab widget plugins
were named ActivitiesDependencies and TestPlanGenerator,
while the slot widget plugins received the names of Anno-
tationsWidget and RestrictionsWidget.

The ActivitiesDepedencies plugin is a new tab for Protégé
which infers what activities should be part of a given perfor-
mance test instance. To achieve this, the hasActivity property
must be considered, whose domain is the PerformanceTest
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concept and the image is PTActivity, indicating that a per-
formance test might include multiple activities. In turn, each
activity can present a dependency relationship with instances
of PTActivity through the ontology property dependsOn. With
this knowledge, a graph was generated, using the JUNG API3

(Java Universal Network/Graph Framework), where the nodes
are activities already included in a specific performance test
instance plus the activities that should be added since they are
directly or indirectly requirements of an included test activity.

The TestPlanGenerator plugin uses the iText API4 to create
a test plan in PDF containing the axioms related with a
given instance of the PerformanceTest concept. To generate
a test plan for a PerformanceTest individual, the algorithm
starts with an OWLIndividual object (from the OWL API) and
discovers all properties of the selected test using getObject-
PropertyValues method. Then, for each property P, it writes
that property characteristics in the PDF and the characteristics
of each individual of the ontology referenced by that property
P with the selected test. More details about the use of OWL
API will be explained later in the paper.

By extending the class SlotWidget available in Protégé
API (package edu.stanford.smi.protege.widget) it is possible
to customize interface components in order to display features
not available in the standard version. Graphical components
extending SlotWidget are presented to the user when ontol-
ogy concepts are instantiated. The RestrictionsWidget plugin
allows the visualization of constraints for a given concept as
represented in the ontology, which are the axioms imposing
restrictions for individuals of a specific concept. On the other
hand, the AnnotationsWidget component displays the annota-
tions and comments of a particular ontology concept.

This approach of manipulating the ontology through
Protégé offers the advantage of reusing already implemented
features such as the instantiation of concepts and properties.
The use of semantic reasoners (e.g., for consistency checking)
or semantic queries (e.g., SQWRL) are other important features
that can be highlighted. Moreover, the ontology parsing is
transparently handled by the Protégé framework.

D. Developing an OWL API Application

Since our ontology is encoded in an OWL file generated
by Protégé [3], it is possible to develop a custom application
to manipulate its axioms. To investigate this approach, it was
build a Java application that handles the axioms of this OWL
file with the goal of enhancing performance tests planning and
management. The OWL API [6] version 3.2.4 was used to
access the knowledge in the ontology. This library is an open
source Java API (Application Programming Interface) that
enables the creation, manipulation, and serialization of OWL
ontologies through classes such as OWLOntologyManager,
OWLOntology and OWLDataFactory. The application aims to
help the software tester to establish performance tests and
generate corresponding test plans. To establish a performance
test the user has to create an instance of the concept test
performance in the ontology and link this instance with at
least one goal, one application, one activity, one tool and one
performance metric. Moreover, the application allows creating,

3JUNG API is available open source at http://jung.sourceforge.net/
4iText API is available at http://itextpdf.com/

retrieving and updating instances of the ontology concepts and
properties, such as tools, activities, artifacts and performance
metrics. The application enables the binding of a specific
instance of performance testing with instances of test tools,
activities, objectives, metrics and other concepts based on
the properties in the ontology. The OWL API was used, for
example, to create a new instance in the ontology and to add an
assertion axiom that declares this new instance as belonging to
a given concept. This is done in order to create new instances
of concepts such as PerformanceTest, PTActivity and PTTool.

This section demonstrated different applications on top of
the proposed ontology. Diverse technologies were investigated
in practice during the development of these applications, such
as, Protégé [3], Pellet [4], SQWRL [5], OWL API [6], Java,
JUNG and iText API. Moreover, this section presented a
number of technical details about the development of ontology-
based applications for the domain of software performance
testing. The following section concludes this paper.

VI. FINAL REMARKS

This paper contributes with a literature review covering the
use of ontologies in software testing and software performance.
Its goal is to identify trends and patterns considering the state
of art about ontology approaches in these domains. The re-
sults obtained in this review highlighted ontology applications
already developed, advantages of using ontologies, ontology
technologies most frequently applied, and so on. After this
theoretical review, we investigated, in practice, the develop-
ment of both a performance testing domain ontology and
ontology-based applications built on top of it. The proposed
software performance testing ontology was build with the best
academic reported techniques, tools and methodologies from
the literature of ontological engineering. The ontology was
represented in OWL [2] language, developed inside Protégé
tool [3], according with the methodology reported in [25].
The concepts, relationships, properties, axioms and instances
that represent the knowledge of the ontology were extracted
from the literature of the domain such as the IEEE Stan-
dard Glossary of Software Engineering Terminology [30], the
IEEE Standard for Software Test Documentation [26] and the
Software Engineering Body of Knowledge (SWEBOK) [29].
In this context, OWL ontologies of software testing, such as
OntoTest [27] and SwTO [28], were also studied, and our
ontology was evaluated by comparing it with these related
ontologies through metric-based approaches.

The proposed ontology was explored by means of semantic
reasoners (e.g., Pellet [4]), semantic queries (in SQWRL [5]),
custom developed Protégé plugins [3] and Java applications
using OWL API [6]. This ontology was used as the basis
for applications designed for planning and management of
performance tests. Since ontologies are representations of
domain knowledge that enable knowledge sharing between
different applications, this work aimed at investigating their
practical potential. Although other ontologies in related do-
mains have been proposed, this work is the first to tackle
the performance test domain, including specific concepts and
properties not represented in the software testing field. More-
over, the ontology can be extended with new concepts, such as
EnduranceTest or StressTest, which would be both subclasses
of PerformanceTest, but the former would include a restriction
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upon its instances of including at least one relationship with
an instance of LongRunPerformanceEvaluation, and the later
could be defined as requiring a relationship with a Perfor-
manceBottleneckIdentification. Similarly, other concepts could
be specialized, for example, PerformanceTester with concepts
such as TestAnalyst, TestDeveloper, TestSenior, and so on.
As advantages of using ontologies, we can mention that a
software performance ontology standardizes the vocabulary
of the area and facilitates the exchange of knowledge [27].
Besides, ontologies can improve learning about the domain
since they provide a shared understanding of the concepts
and relationships on the field [27]. Other usage examples
of ontologies identified in related papers are for test case
generation [13] and runtime performance improvement [10].
We investigated if ontology, as a knowledge representation
technique, can be applied in the performance testing process,
for example, to make better decisions, decrease costs and
increase quality. For this reason, the proposed ontology-based
applications have the goals of supporting technical decisions
over performance testing domain and enabling access both to
domain knowledge and knowledge of previous tests. Thus, it
can be concluded that, since software testing requires skilled
testers with both technical as well as domain knowledge, there
is a gap that ontology approaches can fulfil5.
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