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Abstract—This paper presents a sonification model to convert
object tracking information into sound in real time. The goal is
to generate a sound that describes the information given by a
trajectory - such as position, direction, velocity and shape - to
help visually impaired people to “see” the world: how can we
describe to them a square like we do by drawing it in a sheet
of paper? The usage can be extensive: from audio games to
computer-human interfaces. Experimental results are analyzed
in practical tests using only audio with sighted people and the
applicability of the model is discussed.

Keywords-accessibility; games in education; virtual reality;
computer human interaction;

I. INTRODUCTION

Several approaches have been proposed for object detec-
tion and tracking in the last years [1], with different levels of
analysis and applications. Computer vision based methods
can be very useful in many applications. For example,
motion analysis is useful for video surveillance, pedestrian
monitoring in traffic applications, measurement of athletic
performance and virtual reality systems, among others.

The process of using non-speech audio to convey infor-
mation is known as sonification [2]. In this work we propose
a sonification model which uses a transference function that
receives a 2D coordinate position of a tracked object as
input and generates a synthesized sound as output. The
goal is to represent tracked trajectories as sounds to help
visually impaired people - non birth-blind that already have
a concept of shapes and movements formed - to “see”
simple geometric shapes and understand movements in real-
time while listening to the sound. Such model can be
used as educational tool in geometry and arts lessons, for
example, as an intermodal interactive environment in games,
as computer-human interface and so on.

Combining object tracking with sound can give to a
visually impaired person a new experience to recognize
movements and be able to interact and play (with other
people or computers) based on sound feedbacks. The ob-
ject’s trajectory here is extracted using a simple computer
vision based approach [3], better described in the Section III,
and also could be used with other inputs like a mouse or
touch screen devices. The properties of music theory are
used in this work to make such relationship - trajectory ×

sound, with notes and octaves, associated to a pre-defined
object/screen position, also presented in Section III.

The main contribution of the proposed model is an
intermodal mapping strategy that converts 2D trajectory
information into musical notes, proposing a new way to
show and explain trajectories and movements to visually
impaired people through sound.

The rest of the paper is organized as follow: next
we present some general human-computer interaction ap-
proaches and methods used to help visually impaired people
as well as sensory substitution devices with similar purposes
(Section II). The proposed model is described in details in
Section III. Section IV and Section V show some experi-
mental results and our final considerations, respectively.

II. RELATED WORK

The access to information is a right for all. Some people,
by physical limitations, are deprived of such access in
different ways. This is the case of the visually impaired. In
a study recently published in Nature [4], the author uses a
Sensory Substitution Device (SSD) to report that the lateral-
occipital tactile-visual area - which is activated when objects
are recognized by vision or touch - is also activated in
sighted and blind humans using sound.

Nowadays there are some free software that perform
screen reading allowing the visually impaired to interact
with computers through speech synthesis, like Dosvox1 and
Jaws2. But how about giving information of image and
videos? Previous research using specific devices and general
frameworks with different techniques have already addressed
this question, mainly through non-speech sound [5], [6], [7],
[8].

In gaming field, the role of sound goes beyond back-
ground music and effects. The Karaoke is a classic example
where the sound is used as input - the user sings and a score
is given according to how melody is followed. Tic Tac Toe,
as in [9], can be playble and entertaining using audio as
output, with the sound feedback telling what is within each
square. Several other audio game designs were proposed -

1http://intervox.nce.ufrj.br/DOSVOX
2http://www.freedomscientific.com/products/fs/jaws-product-page.asp
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from composing music to listening and hunting bears - but
the field has not been fully explored yet [10].

In psychology, some works show that people are familiar
with sounds related to shapes. As tested in [11], adults map
words with rounded vowels to rounded shape and words
with unrounded vowels to angular shapes, showing that this
correspondence between sound and object is not completely
arbitrary. This mapping seems to be natural. On the other
hand, with devices where the sound is computer generated,
users must learn how the map from image to sound works.

A more intuitive approach that maps image to sound was
proposed as Acousmetry [7]. Acousmetry is neologism to
establish a two-way link between graphic and acoustic sign,
based on the music-image relationships of volume to dis-
tance, frequency to vertical position and stereo to horizontal
position. Acousmetry presents a new linguistic code focusing
artistic creation with visual and sound perceptions.

To address helping visually impaired people, the mappings
are a little more specific. The SSD used to compare sighted
and blind cerebral activity in [4] encodes image shape, shade
and texture, mapping vertical locations to frequency, hori-
zontal locations to stereo (pan), and brightness to loudness,
sounding the columns of an image sequentially from left to
right, as defined in [5]. As result, user hearing this sound
can identify objects and features in the environment image,
guided by the sound [12], [13], [14].

In [6], the EyeMusic SSD was applied to study cross-
sensory transfer of sensory-motor information, mapping
picture brightness to loudness, colors to instruments and the
vertical position of the pixel to pitch.

In [15], SoundView converts image onto a virtual surface
based on color and user’s movement with a pointer over the
rough colored image texture. In [8] - extended in [16],
[17], the authors give information about color, textures,
orientation and edges in still images through MIDI sounds,
so users can explore and analyze the image content. A
similar work [18] uses a mouse/pointer over a shape and
generates a sound as the user approaches the curves - sound
intensity increases as the distance to the curve decreases.

The common characteristic between these mappings is
that the user may take a long time in the learning step to
understand how the mapping works. In [14], for example, a
10-hours training was applied to teach users to read using an
SSD. These techniques are useful analyzing image content,
searching for features and characteristics, but the authors
do not focus on movements and relationships in image
sequences.

In this paper we explore a different approach to give
information to visually impaired people: like we usually
draw paths, lines or shapes in a paper - or even in the air -
to interact or better explain an idea to someone, these lines
are converted into sound in real time using a relationship
between its position and a specific sound frequency. The
proposed model is described next.

III. THE MODEL

This section describes the proposed approach to generate
sound based on a tracked trajectory as well as the computer
vision technique used to perform it.

A. Object tracking

We use the CVMouse proposed in the work of Braun et
al. [3] to track a colored object in a controlled environment.
The objective of CVMouse is to work as a pointer/scratch
interface improving the human-computer interaction. Using
a webcam and computer vision algorithms, CVMouse is able
to simulate the states of the mouse. However, in this work we
use only the captured position (x, y coordinates) of the object
in time. CVMouse was developed to work with the YCbCr
color space as color representation, but probably many other
color spaces could be used, such as HSV or Lab. The idea
is to use a color invariant feature to be more robust with
illumination changes, as mentioned by the authors.

Learning the color model: The color of the object to
be tracked is learned using the first f frames of the video (as
in [3]). Basically, for each pixel coordinate, the median and
standard deviation of the channels Cb and Cr are computed.
It is important to notice that the color of the adopted object
must not be visible in any other location of the scene, once
the tracking system will track the largest object with the
detected color. On the other hand, it does not need a fixed
camera, like usual background subtraction models, because
the model will track a specific color pattern. Let S be a
vector (with size = f ) composed of the pixel values captured
over a predefined region, in the Cb channel. Firstly we
compute their median and standard deviation values (λ and
σ). As described in [3], some outliers are removed and then
the color model is composed of C(λ1, σ1, λ2, σ2), where λ1
is the median of channel 1 and σ1 is their standard deviation
(respectively for the second channel).

Segmentation and tracking: For each pixel (x, y) in
the whole image captured from the camera, the absolute
difference is computed over the median values (for the
channels Cb and Cr). We define the foreground pixels as the
ones whose difference are lower than a predefined threshold
(K = 6, obtained by experiments), as seen in Equation 1.

BCb(x,y) =

{
1 if ||Cb(x, y)− λ1|| < Kσ1
0 otherwise (1)

The final binary image is composed of an AND operator
over the two channels (BCb and BCr). Some morphological
operators (closing and opening) are used to eliminate small
artifacts and to close small holes in the resulting binary
image. Illumination changes, shadows, and other factors
could influence the background subtraction results, so the
obtained trajectory unfortunately can be noisy. To deal with
it, we apply the moving average filter for each spatial
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coordinate (x and y) at each time step (n), as described
on the Equation below:

x′(n) =
1

4
x(n)+

1

4
x(n−1)+

1

4
x(n−2)+

1

4
x(n−3), (2)

where x is the original data. Figure 1 illustrates the object
segmentation and the tracking result.

(a) (b)

Figure 1. Illustration of object segmentation (a) and tracking (b).

B. Music from trajectory

Music is an order that is constructed of sounds and noise.
The musical notes are used to represent the music. Each of
the seven musical notes in the diatonic scale - C, D, E, F,
G, A and B - and its semi-tones - C], D], F], G] e A] -
is associated with one frequency. This frequency must be
between 20 hertz and 20 kilohertz to be audible to humans
and represent, respectively, the bass and treble sounds.

The frequency of each note can vary according to the
octave in which it is played: a C note, for example, has the
frequency of 32.70 hertz in the second octave (in a scale
0 - 10). In the third octave, it will double its frequency
(65.40 hertz). Also, each instrument (or human voice) is
responsible for one timbre, which will produce notes on a
given frequency spectrum.

Such properties can be synthesized by a computer to
generate sounds through a protocol like Musical Instrument
Digital Interface (MIDI). As specified in MIDI Protocol3,
each note in its particular octave has a MIDI number from 0
to 128, programmatically played. A relationship between the
data obtained in the image processing stage (object tracking)
and these MIDI numbers can so be established.

We designed a normalized mapping to deal with different
image resolutions. All coordinates of the image received
from the tracker are converted to a point in the Cartesian
plane, according to the ratio between image resolution and
plane dimension, as the number of MIDI number is relatively
small when compared to the image resolution. Each point in
this plane will be mapped to a note - or semi-tone - in the X
axis, starting from A (x = 0) to G], and to an octave, in the
Y axis, starting from Octave 1 (y = 0) to Octave 7, as shown
in Figure 2(a). So we have 84 MIDI numbers, 12 notes in
7 octaves. Starting from A=33 MIDI (excluding some too

3http://www.midi.org/techspecs/

bass sound), the plane specifies a range that encompasses
frequencies from 55 hertz to 6.64 kilohertz.

We can imagine such frequency-associated mapping by
bass sounds on bottom-left (Cartesian plan origin) and treble
sounds on top-right (X-max, Y-max) extremity, as illustrated
in Figure 2(b).

(a) (b)

Figure 2. Displacement of the musical notes (through its MIDI Number)
according to the Cartesian plane X-note and Y-octave (a) and bass-treble
(frequency) map result (b).

As the number of acquired points of each tracked trajec-
tory is associated to the frame rate of the tracker (in this
case 30 frames per second), we need to skip some points to
get a more spaced and distinct sound. Our algorithm handles
these points according to the angle of the vectors computed
in the head of the trajectory: smaller the angle variation is
(approximately a straight line), more spaced the sounds are;
greater the angle variation, faster the sound. This feature
highlights angle changes in the trajectory, so the user can
figure out more accurately the new direction, build an image
of the movement and, in the best case, memorize where (and
when) it has occurred. Let us define the variables used to
process the trajectory:
• t, the frame ahead of the trajectory, the current captured

point in computer vision step;
• buffert, buffer with the last Npmax captured points

from where the sounds are going to be played. Indeed,
buffert is associated with frame t since it represents
a memory of last tracked points before t. Currently,
Npmax = 15, meaning that frame t plus 15 points,
from frame t′ = t− 15 to t, are stored in buffert;

• t′, buffert includes points from t′ to t;
• αt, the angle computed using some of the points (N )

in the buffert that should represent the curvature of
the trajectory at the frame t; and

• Sp, the variable spacing between the sounds.
Figure 3 illustrates the variables used to play the sounds.

Variables αt and Sp are explained in the next paragraphs,
as do Npmax and N and their values.

Angle computation: Consider the current object po-
sition at frame t and the object positions in the last N
frames, it is, the N+1 top points inside the buffert. We
use an early captured point ep = (t − N), the point in the
middle mp = (t −N/2) and the last one (pt on time t) to
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Figure 3. The buffert and the variables used to compute the angles and
play the sounds. The N points in the head of the trajectory will represent
the curvature of the trajectory.

Figure 4. The angle between vectors ~u and ~v being calculated at frame
t plus the first N = 6 points of buffert.

create the vectors ~u = (mp− ep) and ~v = (pt−mp). The
smallest angle between ~u and ~v is computed to measure
the angle variation (αt) at the current frame t. The N
parameter is configurable to determine how smooth the
trajectory variation will be represented. If N is too high,
some small curves can disappear. If it is too small, little
variances will make a big change in the angles. In this model
we calculated ~u and ~v as illustrated in Figure 4, with N = 6,
trying to keep the main variations and discarding unwanted
imprecisions in the drawn trajectories. In the next section it
is detailed how the αt is used to define how faster the sound
will be played, it means, the sound spacing between notes.

Sound spacing: To start this step, we need to define
Npmax. The Npmax parameter is a ratio between the frame
rate of the tracker and the velocity we want the sound. We
choose Npmax = 15, using a frame rate of ∼30 frames
per second, assuming it will play, at minimum, 2 notes per
second - which we considered not too slow/fast to detect
sound variations. With different frame rates or very fast/slow
trajectories drawn, Npmax can also be configured to adjust
the sound velocity according to our needs. However, these 2
notes per second can be changed to indicate a high curvature
of the trajectory. That is why we check for each computed
αt if the sound spacing, here represented as variable Sp,
should be increased/decreased or not.

As the time passes by, for each frame t, we create the
buffert with t and the last Npmax captured points, calculate
αt and define how many points should be played from such

Table I
THE SOUND SPACING ACCORDING TO THE ANGLE α AND THE

QUANTITY OF NOTES PLAYED PER SECOND.

Angle (α) Sp Notes per second
α ≤ 35◦ Npmax 2
35◦ < α ≤ 45◦ 1 30
45◦ < α ≤ 90◦ Npmax/5 10
90◦ < α ≤ 150◦ Npmax/3 6
α > 150◦ Npmax 2

buffer. In other words, we will play a sound at each Sp

points inside the buffert (from t′ to t), according to the αt

obtained with the top N + 1 points of this buffer. Table I
shows the Sp value defined as a function of αt interval
and Npmax value. The second column shows the spacing,
in points (Sp), between each played note, according to the
computed angle α. The third column shows de quantity of
notes played per second in each case, using Npmax = 15.
Summarizing, angles smaller than 35◦ or greater than 150◦

generate more spaced and, consequently, slower sounds, i.e.
2 notes played in one second. Angles from 35◦ to 45◦

generate 30 notes (all captured points) played in one second,
and successively. These values have been empirically defined
to sound faster in the angles greater than 35◦ or smaller
than 150◦, as we considered these angles more important to
highlight changes in trajectory direction.

If αt and αt−1 lie in different intervals, considering the
first column of Table I, Sp is updated and two conditions
should be verified:
• if Sp < Npmax (happens when 35◦ < α ≤ 150◦),

the points inside buffert (from t′ to t) are played at
each Sp points until the buffert is consumed, and no
new Sp values will be updated. It implies that no other
variation will influence in the sound spacing until the
end of buffert. Afterwards, new t′ is the current t,
new t is the current frame processed by computer vision
(the head of the trajectory) and Sp can now be updated
according to the new αt.

• if Sp = Npmax (happens in remaining cases), the Sp

is always updated. The difference is that, in this case,
we let Sp causes sound spacing variation inside the
buffert. In other words, cases when Sp = Npmax

were considered less important to characterize angle
variations and can be interrupted.

This way we can listen to faster or slower sounds as
the trajectory changes its direction. In the next section
we analyze the results obtained using the model in an
experimental test, asking for information based on the sound
presented.

IV. EXPERIMENTAL RESULTS

We validate our technique through a test session applied to
sighted people. Although the users could see the trajectories,
we choose by apply it like they were visually impaired:
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the learning step and the experiments are completely blind,
using just sounds to explain and test, without showing the
mapping nor trajectories or images.

The test session has the following framework: a learning
step would teach user how the mapping works. Then, three
experiments - with three questions each - are applied to
evaluate the user’s understanding of the trajectories heard.

A. Learning

The learning process consists of a series of instructions
and samples where trajectories, directions and angles are ex-
plained to the users. Users need to imagine and memorize the
positions of the notes, understanding the sound distribution
in the Cartesian plane.

A 7-minute audio was given explaining how the map
works, teaching what is a bass and a treble sound. The audio
so explains the Cartesian plane with its notes in the X axis
and octaves in the Y. Sampling this map with computer-
generated lines, three horizontal lines are played forward
and backward, one in the bottom (Octave 1), one in the
middle (Octave 4) and one in the top of the screen (Octave 7)
showing all notes within an octave, as shown in Figure 5(a).
Then three vertical lines are played, one in the left extremity
(note A), one in the middle (D) and one in the right extremity
of the screen (G]), showing the note difference between
octaves (see Figure 5(b)). This sample address to teach sound
variances between low and high notes in the axes.

In the last step of the learning process, the user is trained
about the angles. A horizontal line parallel to the X axis in
the bottom of the screen, followed by a vertical line in the
right extremity of the screen is played, making the sound of
a 90◦ angle, as illustrated in Figure 5(c). Once heard these
steps, the user is encouraged to start the experiment.

B. First experiment

The first experiment was composed of three challenges
involving straight lines. These lines are computer-generated
(totally straight) and the user was asked about horizontal or
vertical, left/right and up/down movements. Each line was
played three times. The first line was horizontal, crossing
the screen from right to left, in the sixth octave, as show
in Figure 6(a). The second line, shown in Figure 6(b), was
another horizontal line, but now from left to right and played
in the second octave. The last line was a vertical one, played
with a C, bottom-top, as shown in Figure 6(c). After each
sequence of repetitions, the user should answer horizontal
or vertical and the direction of the trajectory.

C. Second experiment

In the second experiment the user is asked about the
geometric shape represented by the sound of the trajectory.
Three shapes were drawn in the air, using the image tracking
described in Section III to retrieve the points and generate
the sound. As the trajectory of each shape is continuous, it

(a)

(b) (c)

Figure 5. The three steps of the learning process: i) the computer-generated
horizontal lines in the first, fourth and seventh octaves (respectively, from
bottom to top), played from left to right and from right to left (a); ii) the
computer-generated vertical lines with the notes A, D and G] (respectively,
from left to right), played from bottom to top and from top to bottom
(b); iii) the computer-generated lines making a 90◦ angle, with the arrow
showing the beginning of the trajectory and its direction (c).

(a)

(b) (c)

Figure 6. First experiment: the computer-generated horizontal lines in the
sixth octave (a), in the second octave (b) and a vertical line with the note C
(c). The arrows show the beginning of the trajectories and their directions.

will have angles and may have a little variance inherit from
the trajectory drawn (a not precise draw). In each figure, the
trajectory was recorded in order to apply the same sound
for every user. Four alternatives were given in each sound.
After three repetitions of each sound, the user can choose
the corresponding alternative.

In the first shape, we drawn a triangle (Figure 7(a)),
making a sound with three main variances in the angles;
the alternatives were triangle, rectangle, circle and hexagon.
The objective here was investigate if the user can distinguish
the quantity of angles and then induce the shape, as each
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alternative has a different number of angles.
In the second shape, a circle (Figure 7(b)) was played

in order to show how it works in a shape without angles;
the alternatives were square, rhombus, circle and triangle.
Here we tested if the user could induce the shape in the
alternatives by the absence of angles.

The last shape was a rectangle (Figure 7(c)) and the
alternatives were rhombus, circle, square and rectangle. Here
alternatives with the same number of angles were given, with
the objective of evaluate if the direction of the trajectory can
be understood.

(a)

(b) (c)

Figure 7. Second experiment: the hand-drawn trajectory retrieved from
image tracking generating the sound of a triangle (a), a circle (b) and a
rectangle (c). The arrow shows the beginning of each trajectory and its
direction.

D. Third experiment

The last experiment was based on letters drawn in the air:
retrieving its trajectory from the tracking and converting it
into sound. Each sound will represent a specific letter and,
once it depends on how the user draws it, this experiment
is more challenging. We choose three random letters - T, W
and Z, as shown in Figure 8. Our objective here is to see if
the fast training is enough to understand generic trajectories.
All letters are continuous and the same principle of the
angles is applied. It was prompted that letters (any from
the latin alphabet) would be shown and, after listening three
times each letter sound, the user would type the letter heard
without alternatives. None draw-pattern was teached.

These three experiments were applied to 23 people in a
16-49 age group, without criteria of schooling or gender,
although none of them was musician. The recorded audio
containing learning and test was distributed via email. The
whole process should have took about 22 minutes for each
user and the answers were sent through online form or
email. None of the answers was required, although users

(a)

(b) (c)

Figure 8. Third experiment: the hand-drawn trajectory retrieved from
image tracking, generating sounds corresponding to the letters T, W and Z.
The arrow shows the beginning of each trajectory and its direction.

were encouraged to answer all the questions. The obtained
answers are presented and discussed next.

E. Discussion

In the first experiment we had the following percentage of
correct answers: 56.5% of the users answered correctly “hor-
izontal” and “to the left” in the first line; 82.6% answered
correctly “horizontal” and “to the right” in the second line
and 86.9% were correct answering “vertical” and “up” in
the third line. It shows that “vertical” and “horizontal”
trajectories could be easily understood in straight lines and
direction can be affirmed with relative certainty. Only in the
second line we had blank answers: 8.7%.

In the second experiment, the first shape, a triangle, was
guessed by 65.2% of the user. The second, a circle, had
78.3% of hits. The third, a rectangle, 26.1%. As the direc-
tions may be harder to understand because of deformities in
trajectory drawn in the air, the main point here was the angle.
In the triangle, the users could analyze the sound through the
three main variances in the trajectory and in the circle, by
absence of them. The last shape, the rectangle, had a greater
miss with the users confused between rectangle and rhombus
(52.2%), fact we assign to the small rectangle drawn in the
air. The rate of blank answers obtained in the triangle, circle
and rectangle were, respectively, 4.3%, 0% and 8.7%.

The last experiment was, in fact, more challenging with
very different results. We had 8.7% of correct answers
guessing the first letter (T), 17.4% in the second (W) and
43.5% in the third (Z). The rate of blank answers was more
significant here: 21.7% (T), 17.4% (W) and 26.1% (Z). The
main point probably was that we could not teach a pattern of
how the letters were drawn in function of the short training.
The letter T was continuous drawn from left to right, backing
to the middle and going down. The backward trajectory in
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Table II
EXPERIMENTAL RESULTS: THE LINES OF THE TABLE DESCRIBE, EACH

THREE, ONE EXPERIMENT.

Experiment Correct answers Blank answers
Horizontal line, left (←) 56.5% 0%
Horizontal line, right (→) 82.6% 8.7%
Vertical line, up (↑) 86.9% 0%
Triangle 65.2% 4.3%
Circle 78.3% 0%
Rectangle 26.1% 8.7%
Letter T 8.7% 21.7%
Letter W 17.4% 17.4%
Letter Z 43.5% 26.1%

the top to the middle of the letter could be hard to understand
and probably too fast to show the difference between the
middle of the T and its right extremity. The second letter
is not a common letter in the brazilian alphabet (country in
which the test was applied) and could be one of the reasons
of the high percentage of mistakes. Another cause could
be the diagonal lines in this letter that are hardly perceived.
The last letter had a greater rate of correct answers, probably
because the start and the end of the letter are straight lines
and they make two angle variances.

Table II summarizes the experimental results of the test
session. The second column of the table shows the % of
correct answer (correct alternative/letter) given by the users
in the test session (described in details earlier). The third
column shows the % of participants that left the answer
blank or did not know the answer.

As seen in this test session, considerable results could
be obtained with a fast and basic training: directions could
be easily perceived and angles be helpful to distinguish
simple shapes and direction changes. There is a lack to
improvement in more complex shapes or letters, what we
believe could be achieved with bigger draws and establishing
a pattern of how the trajectories are made. We also believe
the hit rate could be improved as a function of learning time,
although it will generate a problem with the participants’
engagement.

V. FINAL CONSIDERATIONS

In this paper we proposed a method to retrieve image
tracking information about trajectories and convert it into
sound, making them accessible to visually impaired (non
birth-blind) people. We believe the results were satisfactory
for simple trajectories: lines and basic geometric shapes
could be distinguished with a fast learning step, based on
the discussion presented in Section IV.

Taking only 7 minutes, it is a few time when compared
with other software that generate sound from image, like
in [14], with an average of 73 hours for the complete
training. It is important to highlight that the objectives
of [14] are quite different from what we are proposing, even
with the same final objective of help people with special

needs.
A low engagement rate could have decreased the result

rate as sighted people may not be enough interested in
the project to keep focused while answering the questions.
Also, the participants had different ages and schooling,
maybe were not familiar enough with musical notes or
Cartesian planes. A custom training may get each participant
committed, analyzing the ratio between training time and
engagement.

In further works we intend to evaluate this model with
specific trainings to totally blind people, really interested in
the experiment - it was not possible to get a significant quan-
tity of non birth-blind to participate in these experiments.
We also believe that the model could be upgraded using
multiples timbres - each in a quadrant - in a bigger Cartesian
plane. The applicability of this model can address some
educational and entertainment issues involving people with
special needs, making available a new way of interaction
to share and explain details of trajectories, movements and
gestures.
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