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Abstract—The integration of cloud computing and mobile
devices, known as Mobile Cloud Computing (MCC), allows the
adoption of code offloading techniques for improving compute
intensive applications’ performance and minimize the energy
consumed by mobile devices. In this paper we propose a new
technique that transparently includes code offloading capabil-
ities to Android devices. It allows all the applications on the
device to benefit from it without requiring the Android system
recompilation or any modification in the application source code.
We evaluated our proposal using a face detection application in
different devices, in which the computation-intensive method is
executed in a remote server in a local network. Results show
gains up to 70% in terms of performance.

Keywords-component—Mobile Cloud Computing; Code of-
floading; Cloud Computing; Android; Face detection

I. INTRODUCTION

Mobility is a relevant characteristic of modern computing
environments. Spreading faster than PCs and being able to
support a large number of different applications, mobile de-
vices such as phones and tablets are becoming the primary
means for accessing the Internet. Despite being resource-poor,
mobile devices are expected to offer the same performance and
functionality as desktops. However, compute intensive applica-
tions that require powerful processors, abundant memory and
long-lasting battery life such as, speech and image recognition,
natural language processing and 3D games, are not likely to be
suitable in this context. Therefore, mobile devices still cannot
replace the traditional desktops, due to the limited CPU speed,
memory, storage and battery capacity.

Since server processors are more powerful than mobile ones
[13], Mobile Cloud Computing (MCC) has emerged as a way
to overcome such constraints on mobile devices. It aims to
provide unlimited resources on demand as a service in a trans-
parent way to the user. In this context, code offloading [14],
[21], [27], [11], [12] enables the mobile devices to dispatch
local computation to more resource-rich computers, which can
be the cloud infrastructure, a remote server or a cloudlet [24].
This feature can speed up the application execution and also
minimize the use of the battery, memory and local storage.
It can also give the user the impression of augmented local
resources. Google Photos [15] and Apple iOS’s Siri [8] are
examples of applications that benefit from code offloading.

Many code offloading techniques have already been pro-
posed [10], [17], [9], [16], [18]. However, even if some of

them are user friendly, they are not developer friendly, since
they require explicit changes in the applications’ source code.

In this paper we propose a transparent code offloading tech-
nique for Android devices. Our proposal does not require any
changes in the Android system firmware or applications source
code. We use the Xposed Framework [6] to transparently
modify Android Framework methods and send tasks to be
executed remotely in a remote server or in the cloud. Since the
modification is performed on the framework layer, no changes
are required in the applications.

In order to evaluate our proposal, we implemented a pro-
totype using the Android methods for face detection. We
emulated a local cloud using a regular virtual machine running
Android-x86, which is accessed by the mobile device through
a wireless network. Results show that the proposed technique
presents significant gains in application performance, and
impacts transparently all applications that use face detection
routines.

The remainder of this paper is organized as follows. In
Section II we introduce the main technologies related to our
paper and in Section III we summarize other works related
to code offloading. Section IV outlines the design goals and
architecture requirements and prerequisites of our technique.
In Section V is explained our proof-of-concept architecture.
Methodology, tools and the evaluation are discussed in Sec-
tion VI. The results are presented in Section VII and we
conclude the paper in Section VIII.

II. BACKGROUND

Android [7] is more than just an operational system, ac-
tually, it is a software stack for mobile devices that in-
cludes an operating system, middleware, and a set of key
applications and services. This software stack consists of
distinct layers: Application, Application Framework, Android
Runtime, Hardware Abstraction Layer, Native Libraries and
Linux Kernel [19].

The most relevant layer in our proposal is the Android
Framework, which provides a set of services that are used
by applications. This framework implements the concept that
Android applications are constructed from reusable, inter-
changeable and replaceable components. Android provides
APIs in the form of Java classes, so application developers are
allowed to make use of these services in their applications [25].
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The Android Framework is encapsulated together with those
layers in a ROM image. Building a custom Android ROM is
a challenge, since each vendor usually builds its own private
customized Android and the source code of these distributions
are kept in secret with all the drivers. There are some Android
open source projects that support some devices in which this
customized ROM can be installed (“flashed”) to the phone.
However, they usually have several bugs, since those projects
are not supported by the companies.

The open project Xposed Framework [6] is an alternative for
Android customization and does not require any change in the
ROM. By using root access, the Xposed Framework directly
accesses the core Android resources and utilizes them to be
able to run different modules on the device. Those modules
enables “hooking” method calls, so the developer can override
a method and even change the arguments passed by in runtime.

III. RELATED WORK

There are several research works proposing different code
offloading techniques for improving the application’s perfor-
mance and minimizing the energy usage by using resources in
the cloud [10], [17], [9], [16], [18].

MAUI [10] provides method level code offloading based
on the .NET framework and aims to save the devices’ bat-
tery and improve the application performance by dynamic
selecting which methods must be remotely executed. However,
the developer must manually annotate the methods that are
candidates for offloading as remoteable. By this way, a custom
compiler generates two separates code bases, one for the
mobile device and other the server. Three different applications
were used to evaluate MAUI’s performance, a face-recognition
application, a highly-interactive game (chess game) and a real-
time voice translator.

ThinkAir [17] also provides method level code offloading
and provides a library and compiler support to make its
adoption easier for developers, in addition to a VM manager
and a parallel processing module in the cloud. It requires the
developers to indicate methods that could be executed in the
cloud, and it focuses on minimizing energy consumption of the
mobile devices by paralleling method execution using multiple
VM images and cloud scalability by dynamic allocating VMs
on demand. An N-queens puzzle, face detection application
and a virus scan were used to evaluate its performance.

CloneCloud [9] creates a virtual copy from a device, but
more computationally powerful. It automatically selects what
methods and when they should be remotely executed, opti-
mizing the energy consumption and improving the application
performance. It also migrates the code in a transparent way
and the developer does not need to modify their application
code.

COMET [16] allows multi-threaded applications to use mul-
tiples machines. The system allows those threads to migrate
freely between machines. Built on top of the Dalvik Virtual
Machine, it implements distributed shared memory (DSM) for
minimizing the communication between machines. It used an

image editor, a turn-based game, a trip planner and a math
tool application for evaluation.

uCloud [18] explores the application’s components that are
independent from each other, but, developers must follow a
standard procedure during the application development.

Our technique provides method level code offloading for
native methods, not for a specific application method, differ-
ently from the others. Through this approach, all applications
that use those native methods may benefit from it. Besides
that, no modification in the application or customization in the
compilation process is required, saving programmer effort.

Differently from [10], [17], [9], [16], [18], in our approach,
the decision maker is the user, which can enable or disable
the remote execution anytime giving more control to the user.

IV. ARCHITECTURE AND DESIGN GOALS

Figure 1 illustrates the proposed architecture for code of-
floading. The architecture is composed of a number of physical
mobile devices as clients and a cloud server hosting VMs
instances. There is an entity (proxy) in the Android device that
modifies the behavior of a set of methods from the Android
Framework. This entity detects when a candidate method
is called and handle this call to be executed in the cloud.
Each VM runs a service, which is responsible for receiving
and replying to the requests from the mobile devices. When
an application calls an expensive method from the Android
Framework, the task is sent to be processed in the cloud
or remote server (App B). Otherwise, the method is locally
executed (App A).

Fig. 1. Proposed architecture for code offloading

The key design objectives for our proposal are:

• It must be practical and easy for users and developers to
use this technique.

• No modification in the Android system should be re-
quired, since each vendor has its own custom Android
and this code is not public.

• All applications should benefit from our approach, if they
use a method modified by the module.

• Applications should present a performance improvement
when using this technique.
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• The user is the decision maker, i.e., he has the control to
choose when he wants to use code offloading. However,
the technique must support the implementation of algo-
rithms that decides what, when and where to offload the
tasks.

V. PROOF-OF-CONCEPT IMPLEMENTATION

Our proof-of-concept prototype uses the open source
projects Xposed Framework and Android-x86 [1].

We used Xposed Framework since it allows to install
modules that can change method’s behavior from the system
or applications. No modification in the source code of the
Android system or its applications is required, because the
changes are done in the memory, which also makes easy to
enable or disable a module.

The Android-x86 was used for two main reasons. First,
Android was originally designed for ARM processors, how-
ever, the open source project Android-x86 has been initiated
for porting the system to x86 platform. This port eliminates
the overhead generated by the emulation, since it allows
the Android system to be installed and run directly in the
hardware of a traditional computer. This can boost application
performance, because computer hardware is more powerful.
Running Android directly in a computer hardware allows to
visualize the system by using some virtualization tools, such
as: VirtualBox [20], VMWare [26], and QEMU [5]. Second,
since Android uses the same Java application framework/SDK
in both processors, the application portability does not require
any modification in the application.

The overall proof-of-concept implementation is depicted in
Figure 2. Android VM runs an application service, which
is responsible for receiving and replying the requests from
the mobile devices, where the Xposed Framework is installed
and our custom module is enabled. This module modifies
the behavior of a predefined set of native methods from the
Android Framework, making them send the request to the
cloud. So, every time an application calls a native method that
has been modified, this method sends a request to the cloud
with the method name and parameters.

The service application, which is running in the VM in-
stance (server), uses sockets to communicate with the devices.
When a request is received, it calls the native method required
with the parameters from the request, then the service replies
to the device with the result.

Fig. 2. Prototype implementation

VI. METHODOLOGY, TOOLS AND PROTOTYPE
EVALUATION

For evaluating the performance of this architecture we
implemented a prototype and ran a set of experiments to
analyze the following metrics: execution time, network usage,
and memory usage. Profiling Android is not easy, since there
is not a unique tool that provides accurate information of
CPU, memory, energy and network usage of an application.
For profiling the network and memory we used Dalvik Debug
Monitor Server (DDMS).

The prototype has three main components: (i) Face De-
tection application, (ii) Server Application, and (iii) Xposed
Framework module. The Face Detection application uses An-
droid framework methods to detect faces in an image. This
application is executed in the smartphone and is implemented
as a regular application (there are no annotations for offload-
ing). The Server Application runs as a service application
in an Android-x86 VM to handle offloading requests from
mobile devices.The Xposed Framework module connects both
components. It modifies the behavior of the method detect
from class vision.face.FaceDetector. Instead of executing the
code to detect faces in the picture on the device, it sends a
request to the Server Application and waits for its response,
in order to get back to the application with the appropriate
result.

A class must implement the interface Serializable to enable
its objects to be sent by the network. Since the classes Frame
and SparseArray, used by face detection methods, do not
implement this interface, we had to handle this by manually
serializing those classes using the GSON library [4]. We chose
GSON, because among the few open-source projects that can
convert Java objects to JSON, most of them require that the
developer place Java annotations in the classes, which is not
possible in our context, since we do not have access to the
source code. Most of them also do not fully support the use
of Java Generics.

In the virtual machine, we used Android 6.0.1 [2] from
the Android-x86 open source project without modification in
the source code. We just created a virtual machine using
VirtualBox and installed Android. Just the server application
was installed in the Android VM. We used VirtualBox 5.1.4
for running the VM in the computer. We used two devices:
Smartphone X and Smartphone G. The smartphones, computer
and VM specifications are presented in Table I.

A wireless router ASUS model RT+-N10 (150Mbps High
Speed) was used to enable the communication between the
smartphone and the VM host.

The Xposed Framework installation requires root access,
bootloader unlocked and TWRP installed. After the Xposed
Framework installation, we installed our custom module and
enabled it. As mentioned before, the module modifies the
method detect from the class vision.face.FaceDetector. Ac-
cording to the Android official documentation [3], this method
finds faces given an image, the result is a SparseArray of faces.

In our evaluation we used 2 representative images that
vary in file size, dimension and in number of human faces
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TABLE I
COMPONENTS SPECIFICATIONS

Name Operational System CPU RAM Storage
Computer Ubuntu 16.04 64 bit Intel Core i7-4790 3.6 GHz 16 GB 1 TB

VM Android-x86 6.0.1 4 v. cores 6 GB 8 GB
Smartphone G Android 5.1.1 4x1.4 GHz Cortex-A53 1 GB 8 GB

Smartphone X Android 5.1.1 4x1.5 GHz Cortex-A53
4x2.0 GHz Cortex-A57 3 GB 32 GB

(Table II). The images are available online [22], [23] and are
showed in Figures 3 and 4. We used both images on two
different devices: Smartphone X and Smartphone G. Before
running each experiment, the face detection application was
killed and the device was rebooted.

We also explored two different scenarios. In the first one
(Scenario 1) we assumed that the VM has no information about
the smartphone data, so the file of the image needs to be sent
to the VM to be processed. In the second scenario (Scenario
2), we assumed there is a local copy of the smartphone
data needed by the VM for processing the method, so, the
smartphone sends a request to the VM with an identification
of the image and not the image file.

Fig. 3. Image A

For each image, we ran the face detection application three
times in each smartphone. In the first time, we used the local
computational resource of the device. Since the test was per-
formed locally, no network traffic was generated. In the second
and third time, we explored scenario 1 and 2 respectively. The
execution of the method detect was performed on the remote
Android VM hosted in a computer.

VII. RESULTS

The first metric analyzed is execution time. The comparison
of execution time for local and remote executions, in both
scenarios, can be seen in Figure 5 and 6.

For both images in scenario 1, Smartphone X took longer to
run the method remotely than to run it locally. In scenario 2,
the execution time was 29,63% faster for image A and 31,88%
faster for image B.

However, when running the method remotely using smart-
phone G, the execution time performed better in both scenarios
and images. In scenario 1 it was 40,37% faster for image

Fig. 4. Image B

A and 37,10% faster for image B compared with the local
execution time. In scenario 2, the execution time was 72,03%
faster for image A and 70,02% for image B. Smartphone G
can benefit more from code offloading because it has a less
powerful hardware than smartphone X. Scenario 2 showed the
best performance in this context.

Fig. 5. Total Execution Time

We profiled the application to get the network usage. The
result is summarized in Table III. The data transferred should
be the same for both smartphones, however, in some cases, the
number of faces can be different due to ACCURATE MODE
set in the FaceDetector in the service application. Due to
the higher capacity of the VM, we enabled the ACCU-
RATE MODE flag to increase in accuracy when executing the
method remotely. Smartphone X found 23 faces in image A
running the method locally, while running the method remotely
the application service found 24 faces in scenario 1 and 25
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TABLE II
IMAGE SPECIFICATIONS

Name Width x Height (px x px) Size (KB) Number of faces
Image A 640 x 450 660 29
Image B 640 x 502 73 5

TABLE III
NETWORK TRAFFIC

Smartphone X Smartphone G
Scenario 1 Scenario 2 Scenario 1 Scenario 2

Image A Image B Image A Image B Image A Image B Image A Image B

RX (bytes) 5.412 1.543 4.729 1.127 4.812 1.165 4.729 1.127
TX (bytes) 20.580 10.892 584 376 9.534 4.616 584 376

Fig. 6. Total Execution Time

in scenario 2. Smartphone G found 22 faces in image A by
running the method locally, against 25 by running it remotely.

We also profiled the application to get the memory usage.
Figures 7 and 8 represent the application memory allocated
after the execution of the method detect. In all cases, less
memory was allocated when executing the method remotely.
Smartphone X allocated in average approximately 40% less
memory for detecting the faces from image A and in average
approximately 7,95% for image B. Smartphone G allocated in
average approximately 20,18% less memory for detecting the
faces from the image A and in 21,59% for the image B.

Fig. 7. Application Memory Usage - Smartphone X

Fig. 8. Application Memory Usage - Smartphone G

VIII. CONCLUSION AND FUTURE WORK

In this paper we presented a new technique for code
offloading, where no modification is required in the applica-
tions’ source code nor changes in the Android firmware. This
technique is transparent, practical and not intrusive for users
and developers. It also allows the user to enable or disable
the module anytime, but it is possible to implement a decision
maker in the module what was not our focus. The resources
from the cloud are more powerful and all the applications
can benefit from our technique, if they use/call the modified
methods by the module. Running a task remotely is not always
faster than locally. For improving performance, the methods
from the Android Framework must be computationally “ex-
pensive” and not require heavy data transference between the
smartphone and the cloud.

Our results showed that this technique can improve execu-
tion time for some cases and also minimize memory allocation.
We still intend to explore other methods from Android that can
benefit from our technique and analyze other metrics, such as
CPU and battery usage. Since we assumed an environment
where the server is close to the device, we also intend
to investigate the behavior of this technique using a cloud
computing infrastructure far from the device in order to verify
the impact of the communication delay. A mathematical model
for indicating when the user could benefit from our technique
is under research.
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