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To my beloved Leonardo.

“The greatest value of a picture is when it forces
us to notice what we never expected to see’”
(John Tukey)
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PREPROCESSING PROFILING MODEL FOR VISUAL ANALYTICS

ABSTRACT

In the information age, we have evolved the ability to collect and store data, create
sophisticated data mining methods, and generate rich visualizations to share the informa-
tion resulting from the data analysis process. However, analyzing and managing raw data
is still a challenging part of this process, mainly with regards to data preprocessing, which
aims to transform this raw data into an appropriate format for subsequent analysis. Although
we can find studies proposing design implications or recommendations for future visualiza-
tion solutions in the data analysis scope, they do not focus on the challenges during the
Preprocessing phase and on how visualization can support it. Likewise, the current Visual
Analytics Models are not considering preprocessing an equally important phase in their pro-
cess, such as Data, Models, Visualization, and Knowledge. Thus, with this study, we aim to
contribute to the discussion of how we can use and combine methods of visualization and
data mining to assist data analysts during the preprocessing activities. To achieve that, we
are introducing the Preprocessing Profiling Model for Visual Analytics, which contemplates
a set of features to inspire the implementation of new solutions. In turn, these features were
designed considering a list of insights we obtained during an interview study with thirteen
data analysts. The main contributions in our study are three: (a) the Preprocessing Profiling
Model for Visual Analytics as a solution to assist during Preprocessing phase. (b) The list of
ten insights, as a consolidated set of requirements for future visualization research studies
applied to preprocessing and data mining. (c) The details on the profile of the data analysts,
the main challenges they face, and the opportunities that arise while they are engaged in
data mining projects in diverse organizational areas.

Keywords: Visual Analytics, Visualization Techniques, Data Mining, Preprocessing.






MODELO DE PRE-PROCESSAMENTO PARA ANALISE VISUAL

RESUMO

Na era da informacéao, desenvolvemos a capacidade de coletar e armazenar da-
dos, criar métodos sofisticados de mineracdo de dados e gerar visualizagbes ricas para
compartilhar as informacdes resultantes do processo de analise de dados. No entanto,
analisar e gerenciar dados brutos ainda é uma parte desafiadora desse processo, princi-
palmente no que diz respeito ao pré-processamento de dados, que visa transformar esses
dados brutos em um formato apropriado para andlises subsequentes. Embora possamos
encontrar estudos propondo implicacées ou recomendacdes para futuras solugdes de vi-
sualizacdo no escopo da analise de dados, eles ndo se concentram nos desafios da fase
de pré-processamento, nem em como a visualizagdo pode suporta-la. Da mesma forma,
0s modelos atuais de analise visual ndo consideram o pré-processamento como uma fase
igualmente importante em seus processos. Assim, com este estudo, pretendemos contribuir
para a discussado de como podemos usar e combinar métodos de visualizagcao e mineracao
de dados para auxiliar os analistas de dados durante as atividades de pré-processamento.
Para isso, apresentamos um modelo de pré-processamento com analise visual, que con-
templa um conjunto de recursos para inspirar a implementagao de novas solucdes. Por sua
vez, esses recursos foram projetados considerando uma lista de ideias (/nsights) que obti-
vemos durante um estudo de entrevista com treze analistas de dados. As principais contri-
buicées de nosso estudo sdo trés: (a) o modelo de andlise visual para auxiliar durante a fase
de pré-processamento. (b) A lista de dez Insights, como um conjunto consolidado de requi-
sitos para futuros estudos de pesquisa de visualizacao aplicados ao pré-processamento e a
mineracao de dados. (c) Os detalhes sobre o perfil dos analistas de dados, os principais de-
safios que eles enfrentam e as oportunidades que surgem enquanto eles estao envolvidos
em projetos de mineracao de dados em diversas areas da organizacao.

Palavras-Chave: Analise Visual, Técnicas de Visualizacdo, Mineracao de Dados, Pré-
Processamento.
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1. INTRODUCTION

The volume of data and its complexity is increasing over the years, with that follows
growing demand for the analysis of this data. However, analyzing and managing raw data
is still a challenging part of this process, mainly with regards to data preparation, or prepro-
cessing, which aims to transform this “raw data into an appropriate format for subsequent
analysis” [TSK06]. Some authors even mention these activities as the most laborious and
time-consuming in data analysis workflows [DJ03, TSK06, KPHH11, TPB*18].

We have evolved in the ability to collect and store data, create sophisticated mech-
anisms to build data mining methods, and generate visual representations to present the
information resulting from this process. Therefore, no matter how robust the algorithm cre-
ated for data mining is, if dirty data from a source are used or a data manipulation strategy
is wrongly selected, it may lead to the identification of wrong patterns and misunderstanding
in the final results [DJ03, KCH*03].

Besides, even though automated processes are essential and likely to happen, we
still need human inputs as a critical piece behind this mechanism. Especially when we are
trying to achieve data quality since for many situations, the domain expert is required to
decide how to proceed with data cleaning [KCH*03]. In such times where data can come
from everywhere, e.g., smart sensors and online social networks, we will hardly find datasets
without data quality issues. Then, detecting data quality issues and evaluating which are the
best strategies to correct them in preparation for the next steps are crucial. In this case, as
observed by Lu et al. [LCM*17] “one of the major strengths of visualization is enabling users
to identify erroneous data quickly”.

Hence, the use of information visualization techniques can play an essential role
in data analysis while providing meaningful insights [dOL03, Jug14, WGK15]. However,
most of the visualization studies are concerned with the end of the process, when sharing
the final results of the analysis. Furthermore, early studies proposing Visual Analytics (VA)
Models sought to solve the requirements of the VA process, but they were not considering
preprocessing as an equal phase in the process [KKE10]. Also, the more recent studies in
VA [SSS*14, RF16, FWR*17] are focused on Knowledge Generation Models, then remaining
the opportunity to continue the discussion on how preprocessing can be supported by this
combination of visualization techniques and data mining methods.

In addition, although we can find studies proposing visualization methods to assist
with preprocessing activities [KPHH11, KPP*12], most of them are focused on data transfor-
mation and data cleaning activities. Thus, we can still observe opportunities to be discussed,
such as: (a) alternative visualizations to cover the same data quality issue by different per-
spectives; (b) visualizations to support the evaluation of the preprocessing impacts in further
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phases; and (c) list of guidelines and features to support novel visualizations in the context
of preprocessing.

Likewise, we can find interview studies with data analysts, enterprise professionals,
proposing design implications [BE18, KPHH12] or recommendations [AZL*19] for future vi-
sualization solutions in the data mining scope, but they cover the entire workflow and do not
focus fully in the challenges during the preprocessing phase and on how visualization can
support it. Moreover, they do not organize a final list of insights consolidating the findings of
other related studies.

In this scenario, we built our study efforts to answer the research question “How can
we assist the preprocessing activities with visualization techniques during a visual analytics
workflow?”. Thus, our main objective is to explore visualization techniques to support the ac-
tivities part of preprocessing phase, mainly, the data understanding and the evaluation of the
preprocessing strategies and it impacts to further phases of the data mining workflows. To
achieve that, first, we conducted an interview study with thirteen data analysts to investigate
their working practices. The discussion about the challenges and opportunities based on the
responses of the interviewees resulted in a list of ten insights. This list was compared with
the closest related works, improving the reliability of our findings and providing background.

Next, we proposed the Preprocessing Profiling Model for VA, which is an extension
of the VA Model [KKE10]. In it, we created a new phase called Preprocessing Profiling to
highlight the need to consider preprocessing activities as an essential part of the workflow.
As part of our Model presentation, we introduced a set of features that should be considered
when we design new solutions within this scope. These features were compiled based
on the state-of-the-art literature review and the list of insights obtained from our interview
study. Additionally, to validate the Preprocessing Profiling Model, we performed a qualitative
analysis in two different use case scenarios. For this activity, we developed two prototypes:
one focused on Data Profiling, and another on Preprocessing Profiling. As a result, we built
a discussion about the possibilities of using our Model and how it could be used to assist
data analysts in performing preprocessing activities.

As the main contributions of our study, we can list.

» The Preprocessing Profiling Model, as a proposal to fill the gaps within preprocess-
ing activities in Visual Analytics, along with its prototype design and usage scenarios
discussion.

» The list of ten insights, as a consolidated set of requirements for future visualization
research studies applied to preprocessing and data mining.

» Furthermore, we provide details on the profile of the data analysts, the main chal-
lenges they face, and the opportunities that arise while they are engaged in data mining
projects in diverse organizational areas.
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The remainder of our study is structured as follows: Chapter 2 presents some ba-
sic concepts, terminology, and a brief overview of the literature on subjects related to data
analysis. Subsequently, Chapter 3 describes the details of the methodology used in our
study. Chapter 4 outlines the procedure developed to perform the interviews, the profile of
the participants, and the results and analysis of the interviews. Chapter 5 presents the Pre-
processing Profiling Model, its architecture, and details on the prototype design. Chapter 6
describes our Model validation discussion. Finally, Chapter 7 presents our conclusions and
plans for future work.
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2. BACKGROUND

John Tukey, a remarkable statistician, still in 1960s defined data analysis as: “pro-
cedures for analyzing data, techniques for interpreting the results of such procedures, ways
of planning the gathering of data to make its analysis easier, more precise or more accurate,
and all the machinery and results of statistics which apply to analyzing data” [Tuk62]. Since
then, we have seen data analysis referenced and applied in different contexts. Thus, in this
chapter, we introduce some basic concepts, terminology, and a brief overview of the follow-
ing subjects related to data analysis: Data (2.1), Data Mining (2.2), Information Visualization
(2.3), Visual Analytics (2.4), Data Management (2.5), Data Quality (2.6), and Preprocessing
(2.7). Figure 2.1 shows an overview of the main items covered.
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Figure 2.1 — Overview of the main concepts and terms presented in Background.

2.1 Data

According to Tan et al. [TSKO06], a data object can be named in different ways,
e.g., record, case, sample, and observation. These data objects can be described by several
attributes that capture the characteristics of an object. In turn, the attributes may also appear
referenced with different names, e.g., variable, field, feature, and dimension. Additionally,
each attribute can be classified in different types, such as categorical (qualitative), e.g.,
nominal and ordinal, or numeric (quantitative), e.g., interval and ratio.

The collection of data objects can be defined as dataset, and even though there
are many types of datasets, they can be often seen as a tabular file [TSKO06]. In that case,
the rows correspond to the records and the columns to the variables. The data sources
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may vary, from corporate systems, such as large stores handling hundreds of millions of
transactions per week, to social media, producing digital pictures and videos [HKP11].

As stated by Han et al. [HKP11] (p. 5) “the fast-growing, tremendous amount of
data, collected and stored in large and numerous data repositories, has far exceeded our
human ability for comprehension without powerful tools”. In this scenario, the demand for
turning this extensive collection of data into knowledge motivated different area of studies
to emerge to attend this need [TSK06, HKP11]. As part of that, we can list data mining,
information visualization, and visual analytics. They are described in the next sections.

2.2 Data Mining

Data Mining (DM) is the process of discovering interesting patterns, or useful in-
formation, from large amounts of data [TSK06, HKP11]. What differs the definition in Tan
et al. [TSKO06], when compared to Han et al.[HKP11], is the reference that the discovering
process should be automated. In any case, both state DM as a Knowledge Discovery in
Databases (KDD) process. In turn, KDD [PF91] appears referenced in literature with differ-
ent names, e.g., Knowledge Discovery from Data, Data Mining, and Knowledge Discovery.
Also, the definition and steps varies. Han et al. [HKP11] list seven steps as part of the KDD
process: (1) data cleaning, to remove noise and inconsistent data; (2) data integration, to
combine data sources; (3) data selection, to retrieve from the database the relevant data;
(4) data transformation, to transform and consolidate the data; (5) data mining, to apply
methods to extract data patterns; (6) pattern evaluation, to identify unusual patterns; and (7)
knowledge presentation, to present mined knowledge to users.

As indicated by Tan et al. [TSKO06], the four core DM tasks, or functionalities, are
Cluster Analysis, Association Analysis, Anomaly Detection, and Predictive Modeling. These
tasks can be divided into two main groups: Predictive and Descriptive. They are used to
specify which types of patterns are being searched during DM process. Then, according to
Han et al. [HKP11] (p. 15) Descriptive mining tasks “characterize properties of the data in a
target data set” while Predictive mining tasks “perform induction on the current data in order
to make predictions”.

Being DM an interdisciplinary area of study, it adopts techniques from many do-
mains [TSK06, HKP11]. Among the areas that play an essential role, we can list Statistics,
Artificial Intelligence, and Information Visualization. Information Visualization will be de-
scribed in the next section, while Statistics and Atrtificial Intelligence are summarized in the
next paragraphs.

With reference to the statistics key terms, we need to highlight the descriptive
statistics. Berenson et al. [BLSK12] (p. 4) define this as “the methods that help collect,
summarize, present, and analyze a set of data”. Considering the example of a numeri-
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cal data, it can be characterized by three properties: (a) Central Tendency, e.g., statistical
measures as Mean, Median, and Mode; (b) Variation, e.g., statistical measures as Range,
Variance, and Standard Deviation; and (c) Shape, e.g., statistical measures as Skewness
and Kurtosis. Moreover, additional methods to describe the data could be used as part of
the exploratory data analysis, just to mention a few, the computation of Quartiles, which split
a set of data into four equal parts, and the Covariance and the Coefficient of Correlation to
examine the relationship between two numerical variables [BLSK12, BB09].

In relation to Artificial Intelligence, it is a vast area of research, and we are consider-
ing a subset related to Machine Learning (ML). One of the first definitions of ML was stated
by Mitchell [Mit97] as an automatic process to improve the performance in the execution
of some task through the experience. In a more recent definition, Marsland [Mar14] (p. 4)
states that “ML is about making computers modify or adapt their actions (whether these ac-
tions are making predictions, or controlling a robot) so that these actions get more accurate,
where accuracy is measured by how well the chosen actions reflect the correct ones”.

Faceli et al. [FLGC11] explain the ML methods, or algorithms, can be organized ac-
cording to their learning task type as Supervised Learning (predictive goal) or Unsupervised
Learning (descriptive goal), similarly to previous explained for DM tasks. Additionally, Mars-
land [Mar14] describes as four types of learning, the same Supervised Learning and Unsu-
pervised Learning, and additional two, Reinforcement Learning and Evolutionary Learning.
He states that the most common type is the Supervised Learning. Also, for the problems
that can be solved using Supervised Learning, one famous example is the Classification,
which considers a set of data to be used as training data. This training data consists of the
input data, or exemplars of each class, and the target data, or labels of each class. Then
the process of ML training refers to “the use of computational resources in order to build a
model of data in order to predict the outputs on new data” [Mar14] (p. 11). It follows another
critical concept, the model evaluation, which involves the selection of appropriate metrics to
test the trained algorithm and evaluate the accuracy of the produced results. In turn, differ-
ent measurements can be used to interpret the performance of a classifier, e.g., accuracy,
precision, and recall. As well as different algorithms can be used to build the model, e.g.,
Decision Tree, Nearest Neighbour, and Support Vector Machines. In our study, we are using
the term DM model to refer to this process just described.

2.3 Information Visualization

As indicated by Ware [War04] (p. 2) “we acquire more information through vision
than through all of the other senses combined”, hence, “visualizations have a small but
crucial and expanding role in cognitive systems”. In relation to Visualization, it is defined
by Ward et al. [WGK15] (p. 1) as “the communication of information using graphical rep-
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resentations”. These graphical representations might include different types of data and
visualization techniques. Also, they can be applied daily in a variety of areas, such as traffic
heatmap, weather charts, or a graph of stock market activities [WGK15].

Additionally, Ware [War04] explains that if the visualization is presented well, it al-
lows rapidly interpretation of a huge amount of data, which makes this one of the greatest
benefits in its application. Also, he lists other advantages of visualization, such as often
enables problems with the data itself to become apparent and it facilitates hypothesis forma-
tion. For that reason, the success of the Information Visualization (IV) systems depend
on the capacity to create visualizations that transform data into a perceptually efficient vi-
sual format.

To assist in this process, multiple visualization techniques and user interface in-
teraction strategies can be implemented. The book “Interactive Data Visualization” [WGK15]
can be used as a reference for the most used visualizations and their frequent applications.
Nevertheless, in Appendix A we exemplify a couple of visualizations used during visual data
analysis. Moreover, we exemplify two decision trees to select the most appropriate visual-
ization technique based on numeric data and categorical data.

24 Visual Analytics

Tukey [Tuk77] introduces the Exploratory Data Analysis, which contributed to the
movement from the Confirmatory Data Analysis, using visual representations merely to
present results, to a new approach of interacting with data and results. Next, advances
in graphical user interfaces supported the development of IV research area, and a new con-
cept of Visual Data Mining was proposed by merging IV and DM techniques [Won99, Kei01,
dOLO3].

From that, a multidisciplinary research area emerged, the Visual Analytics (VA).
Wong and Thomas [WT04] (p. 20) were one of the first to use the term, and they explained
VA as “an outgrowth of the fields of scientific and information visualization but includes tech-
nologies from many other fields, including knowledge management, statistical analysis, cog-
nitive science, decision science”. Moreover, the combination of automatic analytical methods
and interactive visual interfaces is essential for any VA solution [TC05, KKE10, KMT10]. This
idea is illustrated in Figure 2.2.

In the context of very large and complex datasets, an alternative paradigm named
Progressive has gained increasing attention over the past years: the Progressive Visual
Analytics [SPG14] and the Progressive Analytics [FP16]. This paradigm enables the data
analyst to inspect partial results as its become available and interact with the algorithm to
prioritize items of interest, instead of waiting to process a whole dataset at once [TPB*18].
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Figure 2.2 — The Analytical Problems can be solved using Automatic Analysis, Visualization,
or the combination of both, Visual Analytics [KMT10].

2.5 Data Management

Data Management can be defined as the development, execution, and supervision
of plans, policies, programs, and practices that deliver, control, protect, and enhance the
value of data and information assets throughout their life cycles [Int10]. It is also known
by many other terms, including, for instance, Information Management, Enterprise Data
Management, Data Resource Management, and Information Asset Management.

Keim et al. [KAF*08] emphasize that efficient data management is a critical com-
ponent for VA since its input is the data to be analyzed. A list of guiding principles for data
management are listed on Data Management Body of Knowledge (DMBOK) [Int10]. Among
them, two relevant principles from this study can be listed: (1) Managing data means man-
aging the quality of data, the data quality is seen as a primary goal. (2) It takes metadata
to manage data, and a data cannot be manipulated directly, rather it must be understood
and defined in the form of metadata, i.e., data about the data.

The term metadata can be ambiguous depending on the domain and interests of
users [SSS*14]. According to Jugulum [Jug14], it can be defined as a set of data that
describes and gives information about other data. It can cover the description of the origin,
structure, or characteristics of these data. In our study, when referencing metadata, we are
considering more than the description of the dataset, e.g., the label of columns and the type
of variables. Beyond that, we are considering the summary of information that can support
as input for further analysis, for instance, during the data understanding or data profiling.

2.6 Data Quality

Data quality leads to quality of information. Therefore, it plays a key role in the
success of data management [Int10]. Jugulum [Jug14] reviews the concepts, tools, and
techniques for building a successful approach to data quality. He states four core data quality
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dimensions: (1) conformity, i.e., measure of a data element’s adherence to required formats
as specified in metadata documentation; (2) validity, i.e., data correspond to reference tables
or lists in metadata; (3) accuracy, i.e., measure of whether the value of a given data element
is correct and reflects the real-world case; and (4) completeness, which is related to the
presence of core source data elements that must be present in order to complete a given
business process. In our study, non-completeness will be referenced as missing data and
complementary definition is explained as follows.

Statistical studies on missing data, or missing values, are not something new, and
there are different literature focusing on this subject since the 1970s [LR02]. According to
Little and Rubin [LR02], the missing data can be classified in 3 types: (1) Missing completely
at random (MCAR), does not mean the pattern itself is random, but rather the reason for the
miss is independent of any other data collected. (2) Missing at random (MAR), the reason
for the miss does not depend on the value that is missing in itself but on another variable
that is being collected. (3) Not missing at random (NMAR), the reason for the missing value
is related to the value itself.

2.7 Preprocessing

Essential concepts that help to contextualize data preparation or preprocessing
have already been presented in previous sections. For example, one first definition for pre-
processing is presented during the definition of KDD steps (Section 2.2 and Figure 2.3),
when the steps from 1 to 4 are indicated as different forms of data preprocessing [HKP11].
This description for preprocessing activities is similar to VA perspective of a typical set includ-
ing “data cleaning, normalization, grouping, or integration of heterogeneous data sources”
[KKE10]. In other words, for Tan et al. [TSKO06] (p. 3), the steps of preprocessing include “fus-
ing data from multiple sources, cleaning data to remove noise and duplicate observations,
and selecting records and features that are relevant to the data mining task at hand”.

We can observe variations in which tasks are considered part of the preprocess-
ing, due to different areas of research and their particularities for preparing the data under
analysis. An example is shown in Figure 2.3 with one possible workflow of ML, KDD, and
CRISP-DM [She00].

In general, a broad definition for the preprocessing purpose can be explained as
“transforming the raw input data into an appropriate format for subsequent analysis” [TSK06],
which should comprehend a number of different strategies, methods, and techniques for
data understanding, e.g., similarity and dissimilarity between data objects. Also, for data
transformations, e.g., aggregations and normalization or standardization of variables.
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Workflow Steps , Preprocessing

Figure 2.3 — Three examples of workflows used during data analysis: Knowledge Discovery
in Databases (KDD) [HKP11], Machine Learning (ML) [Altb], and Cross Industry Process
for Data Mining (CRISP-DM) [She00]. The steps highlighted in blue are considered in the
scope of the preprocessing phase.

The possible strategies to be used during the preprocessing phase should be
based on the type of data, the data quality, and the objectives of the ongoing DM, 1V, or VA
activity. Hence, the resulting combinations bring complexity to the process, mainly because
there is not a single technique or tool to solve all data issues automatically [KPHH11, Hel08].
For that reason, data preprocessing is mentioned as one of the most laborious and time-
consuming steps in the overall workflow [DJ03, TSK06, KPHH11, TPB*18].

Kandel et al. [KPP*12] presented an example of the combination of data quality
issues, detection methods, and visualization techniques that can be used to analyze their
output. Itis shown in Figure 2.4. Additionally, Kim et al. [KCH*03] can be used as a reference
for a comprehensive review of the taxonomy of dirty data and the possible strategies for
cleaning transformation methods. This process is known as data wrangling by some authors
[KPHH11], and is also called as data cleansing and scrubbing by other references [RD0O0].

Type Issue Detection Method(s) Visualization
Missing Missing record Qutlier Detection | Residuals then Histogram, Area
Moving Average w/ Hampel X84 Chart
Frequency Outlier Detection | Hampel  Histogram, Area
X84 Chart
Missing value Find NULL/empty values Quality Bar
Inconsistent Measurement units  Clustering | Euclidean Distance Histogram, Scatter
Plot
Qutlier Detection | z-score, Hampel X84 Histogram, Scatter
Plot
Misspelling Clustering | Levenshtein Distance Grouped Bar Chart
Ordering Clustering | Atomic Strings Grouped Bar Chart
Representation Clustering | Structure Extraction Grouped Bar Chart
Special characters Clustering | Structure Extraction Grouped Bar Chart
Incorrect Erroneous entry Outlier Detection | z-score, Hampel X84 Histogram
Extraneous data Type Verification Function Quality Bar
Misfielded Type Verification Function Quality Bar
Wrong physical data Type Verification Function Quality Bar
type
Extreme MNumeric outliers Outlier Detection | z-score, Hampel Histogram, Scatter
X84, Mahalanobis distance Plot

Time-series outliers  Outlier Detection | Residuals vs. Moving Area Chart
Average then Hampel X84

Schema Primary key violation Frequency Outlier Detection | Unique  Bar Chart
Value Ratio

Figure 2.4 — Example of taxonomy of data quality issues combined with methods for detect-
ing each issue and visualizations for assessing their output [KPP*12].
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Turning to the missing data issue, complementary to table presented by Kandel et
al., after identifying the missing values presence, some possible cleaning strategies can be
performed to replace them by a constant value, e.g., zero; or use the resulting calculation of
mean, median, or the most frequent number of the attribute in question. Still, according to
Kim et al. [KCH*03], a variety of options can be performed, and for most of the dirty data
types, it should require intervention by a domain expert to decide how to proceed. Thus,
information resulting from data profiling, part of the data understanding, should be valuable
input to support on this decision process.

Data profiling can be defined as the activity of creating informative summaries of a
database [Joh09]. This information can range from simple to complex statistics, such as the
total number of missing records in a table, to structural properties as functional dependen-
cies of crucial records. DMBOK [Int10] refers to data profiling tools as critical to supporting
on preprocessing activities. Moreover, these tools are defined as a set of algorithms with
two main purposes: (1) statistical analysis and evaluation of the quality of the data values
in the dataset, and (2) exploration of the relationships between sets of datasets. Therefore,
the statistical analysis provides valuable guidance and useful insight in data preprocessing.
Also, it should promote the unbiasedness of data analysts during the data transformation
choices [DJ03].

In addition, during the discussion on how the presence of dirty data can impact
the reliability of the DM model, Kim et al. [KCH*03] (p. 96) mention “if the dataset is not to
be properly cleansed before being used for training and testing a model, at least a larger
dataset should be used to reduce the impact of dirty data”. However, as also mentioned by
the authors, that may not always be possible due to data sources constraints, or in other
situations when the primary interest is a small number of outlying data, e.g., fraud detection
in bank systems, then even a low proportion of data issues should contribute to misleading
results.

To conclude, as observed in the previous example, the preprocessing decisions
made often have significant implications for the following phases [TPB*18, FLGC11, TSK06],
which endorses the importance of these activities.



37

3. METHODOLOGY

In this chapter, we present the details of the methodology used in our study. It
covers the research questions, objectives, and expected contributions. Finally, we describe
the research design.

3.1 Research Questions

In order to guide this study, the main research question defined is “How can we
assist the preprocessing activities with visualization techniques during a visual analytics
workflow?”. Additionally, we formulated secondary research questions (SRQ), which are
described in the next paragraphs.

SRQ1. Which data visualization techniques are used in the scope of preprocess-
ing?

SRQ2. What kind of problems arise in practical experience during preprocessing?

SRQ3. How data mining methods can support during preprocessing?

SRQ4. How can the resulting information of dataset exploration be presented in a
way to support data analysts decision in the next phases?

In response to SRQ1, SRQ2 and SRQ3 we reviewed the related works, as reported
in Sections 4.1 and 5.1. Nevertheless, we built a questionnaire and interviewed data analysts
to capture additional evidence (Section 4.2) which originated a set of Insights (Section 4.3).
In response to SRQ4, we are proposing the Preprocessing Profiling Model, described in
Chapter 5.

3.2 Objectives

Guided by the research questions, our main objective is to explore visualization
techniques to support the activities which are part of preprocessing phase, mainly, the data
understanding and the evaluation of the preprocessing strategies and it impacts to further
stages of data mining workflows. Furthermore, five specific objectives were defined to focus
our study to answer our research questions.

1. To investigate the current practice of data analysts in data mining workflows.

2. To identify the main problems faced during the preprocessing phase and how visual-
ization supports this process.
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3. To identify data preparation strategies that are relevant during data profiling and the

identification of data quality problems under analysis.

4. To develop a Preprocessing Profiling Model that can be extended to different use case

scenarios.

5. To develop a prototype solution that can be used for Preprocessing Profiling Model

3.3

evaluation for at least one data analysis issue identified in the second and third afore-
mentioned specific objectives.

Expected Contributions

We list three expected contributions with our study for the established researchers

and newcomers in the VA research area.

3.4

. Compile and report the inputs of data analysts on their practice, tools mostly used

in data mining, and their perceptions of how visualization can support preprocessing
activities.

Consolidate a set of requirements for future visualization research based on the discus-
sion of challenges and opportunities obtained on the responses of the data analysts.

Develop a Model which increases the capacity of VA in the Preprocessing phase.
Hence, supporting data analysts to improve their data understanding and evaluation
of preprocessing impacts. As a consequence, promoting the quality of data and sup-
porting decision making on data preparation strategies.

Research Design

According to Lam et al. [LBI*12], the assessment in the scope of IV is complicated

since for a complete understanding of a solution, it involves not only the evaluation of the
visualizations themselves but also the complex processes that the solution must support.
Thus, it is not trivial to develop hypotheses or a set of variables to examine and measure
information numerically during experiments. Therefore, following the definitions of the re-
search approach described by Creswell [Cre14], our research fits as an experimental and
qualitative study. The thirteen main activities of the research design and their order of exe-
cution are presented in Figure 3.1.
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Figure 3.1 — Research Design: list of the main activities.

After the definition of the research problem (Figure 3.1-1), the next first activities
(2, 3, and 4) comprised the search and review of the state-of-the-art and related works.
Based on that, the research design was revised (5). Later, before start working on the Pre-
processing Profiling Model design (10), it was decided to interview data analysts to capture
relevant information about their processes and needs (8). Thus, the analysis resulting from
this activity (9) contributed as requirements to build a Model as close as possible to attend
real situations. However, to proceed with the interviews, an additional activity was added
(7), we followed the Research Ethics Committee (REC) protocol to validate our study and
get their approval. The complete documentation is available on Plataforma Brasil [DATb]
(CAAE number 89239418.0.0000.5336). In parallel to the REC process, we performed a
complementary literature review on related works (6).

Although we planned two activities as part of the Preprocessing Profiling Model val-
idation (12), we performed one to explore the Model usage through two use case scenarios.
The other, to run a new interview study with data analysts using the developed prototype in
different use case scenarios, is now considered as part of our future work opportunities.

In the next chapters, we present detailed analysis and discussion resulted from
these activities 8 and 9. In Chapter 5, the Preprocessing Profiling Model proposal and the
discussion resulted from activities 10 e 11. To conclude the main body of this study, the
results of activity 12 are reported in Chapter 6. Our final considerations (13) are compiled in
Chapter 7.
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4, INSIGHTS FOR NEW VISUALIZATION

Although we can find interview studies proposing design implications or recom-
mendations for future visualization solutions in the data mining scope, they cover the entire
workflow and do not focus on the challenges during the preprocessing phase and on how vi-
sualization can support it. Moreover, they do not organize a final list of insights consolidating
the findings of other related studies. This is explained in Section 4.1.

Hence, to better understand the current practice of enterprise professionals in data
mining workflows, in particular during the preprocessing phase, and how visualization sup-
ports this process, we conducted semi-structured interviews with thirteen data analysts. The
information about the participants, the procedure, and the analysis of the interviews and re-
sponses are presented in Section 4.2.

The discussion about the challenges and opportunities based on the responses of
the interviewees resulted in a list of ten insights, which are explained in Section 4.3. This
list was compared with the closest related works, improving the reliability of our findings and
providing background, as a consolidated set of requirements. Finally, in Section 4.4, we
present the discussion and limitations in our study.

4.1 Related Work

We conducted a state-of-the-art literature review to explore interview studies cap-
turing the experience of data analysts while visualizing data during the data mining process.
More specifically, we were interested in studies presenting visualization guidelines, chal-
lenges, opportunities, or gaps in the preprocessing phase. However, since during the ex-
ploratory search for the related work we could not find studies focusing on the preprocessing
phase, we then decided to also include studies related to an upper level, e.g., data mining,
data analysis, or data science, since their workflows contemplate preprocessing activities.

In brief, Figure 4.1 shows the literature review procedure. Initially, four steps were
planned following a systematic literature review process. However, we decided to add two
new steps, since up to Step 4 only one study met all the inclusion criteria, presented in
Figure 4.1. Thus, Steps 5 and 6 followed the snowballing search methodology [Woh14], in
an attempt to select additional research, which resulted in a final list of three studies. All
these studies presented a discussion on data analysis from the perspective of enterprise
professionals and used interviews with semi-structured questionnaires as a data collection
instrument. They are referenced in this work as RW1 for Batch and Elmqvist [BE18], RW2
for Kandel et al. [KPHH12], and RW3 for Alspaugh et al. [AZL*19].
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State-of-the-art Literature Review — Procedure

Literature review started with an exploratory search using several online sources without limitation of publication year.
However, only one study was identified as similar work. Hence, we decided to move to a more formal search of state-of-
the-art research. The next steps summarize the protocol used. For the first steps, from 1 to 4, we followed a similar
approach to a Systematic Literature Review, and for the latest steps, from 5 to 6, Snowballing.

Inclusion Criteria # of Studies
+ Words: “visualization” and New: 6,517
'd g N - - Weis i
. Start Literature ] interview !
ACM IEEE Springer S + Years: 2016, 2017, and 2018
184 studies 179 studies 6,154 studies + Digital Libraries of the three most
important venues for priorart
+ Data OR Information
lecti 2 Visualization AND Formal IEXCIUded: 6,457
ACM IEEE Springer Se ection1— Interview process ;Selected. 60
14 studies 13 studies 33 studies Title and Abstract + Papers with > 4 pages
+ English Language
+ Discipline: “Computer Science”
(only for Springer, it was applied  lidetA0 E
N . before reading the title) Xxcluded:
- Selection 2 - 5
ACM IEEE Springer E "e Iodr! 3 + Access to the full paper (only for Selected: 20
6 studies 7 studies 7 studies LSaCINE Springer, 18 were excluded
\ without full reading)
) + Visualization applied to Excluded: 19
ACM IEEE Springer Selection 3— 4 | bata Wining OR Data Science OR Selected: 1
0 studies 1 study [RW1] 0 studies Related work Visual Analytics OR Visual Data
\ Exploration context
Ve N7 ~N - + Look at title in reference list New: 1
RW1 (2018) RW2(2012) Snoku;l:al‘l::ng 5 + Full reading and same inclusion Excluded: 98
1 [RW2] of 62 studies 0 out of 37 studies EECKRas criteria as prior steps Selected: 2
\ V. N / References + considering all years + all venues
+ Look at title of paper with citation 2
s 7 N\ . 2 | New: 1
RW1 (2018) RW2 (2012) RW3 (2018) Snowballing G | e e e e e reeps | | ExCluded: 210
" = = S l usi riteri or
0 out of 3 studies 1 [RW3] of 208 studies 0 out of 0 studies ) ?:u:.ard 1-4 + considering all years Selected: 3
> itations

+ Data analysts inputs on data

Google Scholar was used to search for RW1, RW2 and RW3 citations exploration practices

Figure 4.1 — The inclusion criteria for each analyzed study was progressive until Step 4.
For Steps 5 and 6, we changed two of the prior inclusion criteria. First, for Step 5, while
searching for new references on the list featured in RW1 [BE18], the year of publication was
unlimited, which allowed the selection of RW2 [KPHH12], from 2012. Second, for Step 6,
while searching for citations, studies which contributed with the perceptions of professional
data analysts on the data exploration process were selected even if the study did not focus
on visualization. Hence, a third study was selected, RW3 [AZL*19]. Among the venues
for crucial prior studies, three digital libraries, i.e., ACM, IEEE, and Springer, were selected
aiming to cover the most relevant journals and conferences in our research scope, in addition
to studies that went through a rigorous review process.

RW1 developed a variant of contextual inquiry to observe eight data analysts in their
work environment. All the participants worked for the U.S. Government in Washington, D.C..
Their experience in data science ranged from four to twenty years. The interview analysis
was very detailed, however, the main limitation of the study is the lack of representation
of professionals from different sectors. On the contrary, RW2 interviewed 35 enterprise
analysts who were working in 25 organizations across a variety of industries. Although most
of the participants were located in Northern California, in the U.S., this scenario brought
good coverage of heterogeneous experiences and responses to be analyzed. However,
the activities for the preprocessing phase were not fully explored since the study aimed to
characterize the space of analytic workflows as a whole.
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Even though RW3 did not aim primarily to explore visualization options, its results,
based on interviews with thirty data analysts located in the San Francisco Bay Area, in the
U.S., were still relevant to us, in particular because they presented an extensive discussion
on data exploration practices, which included visualization as a tool.

To summarise, these three studies proposed design implications (RW1 and RW2)
or recommendations (RW3) for future tools in data exploration or visual analytics research.
Their investigation contributed to identifying challenges, opportunities, and barriers to adopt
visualization during exploratory data analyses. Hence, they were used to ratify most of the
items included in our final list of insights for new visualizations.

Nevertheless, we can still highlight relevant differences when comparing them with
the proposal of our study. First, in our research, we explore aspects to broaden the un-
derstanding of how the preprocessing phase is performed in data mining workflows and we
instigate the discussion on how visualization could contribute to that process. Moreover, we
go into greater detail concerning the profile of the data analysts, including a description of
their work process, details on data type and source, tools and technologies, and strategies
for data mining or machine learning in use. Finally, we compiled a more straightforward list
of requirements for future visualization solutions in this research area, considering the inputs
received by enterprise professionals combined with the review of these three related works.

4.2 Interview Study

As a qualitative data collection instrument, we developed a semi-structured ques-
tionnaire to guide the interviews with the data analysts. Most of the questions were open-
ended in order to capture as much information as possible during the interviews. Some ques-
tions covered the participant’s profile with a few demographic items. Others were intended
to encourage the participants to describe their working practices to provide an overview of
their data exploration processes. In addition, some questions were phrased specifically to
address the visualization strategies as part of the preprocessing activities. Furthermore,
few related works [KPHH12, BE18, LBI*12] were used as reference points during the de-
velopment of the procedure and the definition of the questions. The interview process is
summarised in Figure 4.2.

Semi-structured Questionnaire

Introduction Part | Part Il Part Il1 Part IV Part V Final Question
C u
»> (g )» > » » »( o
-
Procedure Participants’ Data’ Data Analysis  Preprocessing Data Quality &  Participants’
Profile Profile Process Process Visualization Whishlist

Figure 4.2 — Overview of the Interview Process followed during our study.
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4.2.1 Participants

We set as a goal to interview between 10 to 15 data analysts considering the re-
search methods in Human-Computer Interaction [LFH17]. The participants were recruited
based on their engagement with the practice of data mining. We used online platforms, such
as Linkedin and Meetup, and our professional network to identify potential participants. We
interviewed a total of thirteen professionals, twelve male and one female, with ages ranging
from 26 to 42. They were located in three different cities from Brazil: Porto Alegre, Sao
Paulo, and Rio de Janeiro.

Our participants worked in different areas, such as Technology Consulting and Ser-
vices, Education, Finances, Web Portals, Statistical Consulting, and E-commerce. Twelve of
them worked in the private sector, and only one participant had a governmental job. There
were three cases where they held positions at the Industry and the Academy at the same
time. The range of their company size was significantly wide, from three to close to a hundred
thousand collaborators. Their organizational roles varied from Director or Manager (31%) to
Researcher (23%), but most of them were officially Data Scientists or Data Analysts (46%).

The majority of participants (85%) had received master’s degrees in Computer Sci-
ence, Engineering, Statistics, or Business. One of them completed a Ph.D. program, and
three were Ph.D. candidates. Their background during their undergraduate studies included
different areas such as Physics, Statistics, Engineering, and Business. However, Computer-
Science-related areas were still predominant among this group.

The length of experience of the participants in the technology field ranged from 6
to 15 years and, with regards to data exploration more specifically, the range was reduced to
2 to 10 years. That happened because 62% of the participants started working in positions
outside data mining. Further details on the participants’ profile is shown in Figure 4.3.

422 Procedure

Each participant was interviewed continually, and the sessions lasted from 30 to 60
minutes. The same environment configuration was used for all participants, face-to-face or
online conversations, i.e., calls or video conferences. First, we introduced the procedure and
presented the consent form, which is available in Appendix C, in compliance with REC. Sub-
sequently, we briefly introduced our study and we provided participants with the opportunity
to ask any questions regarding the explained items.

The interview was guided by a semi-structured questionnaire consisting of five
parts and a total of 25 questions, which is available in Appendix B. A copy of the ques-
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tionnaire was shared with the participants during the interview. Additionally, we asked par-
ticipants to consider their most recent data analysis projects while answering the questions.

A pilot interview was run to confirm the clarity of the questions and the approxi-
mate duration required for the activity. Since it occurred as planned, the content of the pilot
interview was regarded as part of this study, as participant number 1. The interviews were
performed in May, June, and July 2018, by the same interviewer. During each session, the
interviewer took extensive notes of the answers. Parts of the sessions were recorded, with
the consent of participants, and the audio was used to review the notes.

We developed the analysis code of the responses primarily following the same
structure used for the questionnaire, divided into five parts. Afterwards, the questions related
to each part worked as a second level of coding. We tabulated the collected data following
these two levels, which resulted in 325 entries, i.e., each entry is the transcript for the open
responses provided by each of the thirteen participants. In more details: Part 1, Participant
Profile, resulted in 117 entries since there were nine questions; Part 2, Data Profile, resulted
in 52 entries since there were four questions; Part 3, Data Analysis Process, resulted in 52
entries since there were four questions; Part 4, Preprocessing Activities, resulted in 52 en-
tries since there were four questions; Part 5, Visualization Techniques, resulted in 52 entries
since there were four questions. Later, the content of each question was analyzed, compar-
ing the responses of all participants. During that step, the third level of code was created
to group similar responses. In the next subsection, we describe the recurring patterns and
the significant elements observed during this analysis. As a rule, we considered the items
reported by more than two participants. However, those items emphasized as important,
even if only by one participant, were discussed as well.

4.2.3  Analysis of the Interviews and Results

The results and discussion based on the analysis of the responses were grouped
into four items: data profile, data analysis process, preprocessing activities, and visualization
of data quality issues. The most relevant aspects are described in the following paragraphs.
In relation to the numerical computation in this analysis, it is important to note we are only
counting explicit responses. Therefore, for some situations, we cannot assume the other
participants agree or disagree with a particular point since their answers were not counted.

Data Profile

The information captured about the source, format, and type of data is summa-
rized as part of Figure 4.3. Regarding the volume of the datasets in use, it ranges from
a small number of data records, i.e., which can be processed in simple spreadsheet, to
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Big Data [dMGG15] infrastructures, with billions of records and more than 100 thousand
features.

Data Analysis Process

Participants described their work process similarly to KDD, Machine Learning (ML),
or CRISP-DM workflows (see Figure 2.3 for details). Moreover, the participants mentioned
that the steps may vary according to the scope and type of project. For some cases, these
workflow tasks were mixed, for instance, 1. Business understanding and 2. Data under-
standing from CRISP-DM were added as pre-steps in the KDD and ML workflows. One
participant added a new step 0. Research, in order to represent the literature review in the
domain under analysis, including DM model evaluations, prior to starting any regular step.

When asked about the activities that usually require the most investment of time or
that cause the most difficulties during execution, the reference to the preprocessing phase
was almost unanimous. As reasons for that, they mentioned: bad quality of the data, lack of
data standardization, infrastructure limitation, and mainly the efforts to understand the raw
data prior to deciding on any transformations, for instance, data cleaning or the creation of
new features. However, for three participants, preprocessing was not highly demanding.

One works with Deep Learning with images, and their cycle started directly on 3.
Select ML algorithm and 4. Train model, in reference to the ML workflow. The second con-
sidered 1. Business understanding and 2. Data understanding, in reference to CRISP-DM,
more demanding. That occurred because they were developing a new solution and were not
following the same structure of on-demand projects as most of the other participants. The
third worked in a new organization that provides financial services; the company invested
in its system architecture since the conception, leading to few data issues and no need to
integrate with legacy systems.

Business understanding was the second task indicated as highly demanding be-
cause it requires domain expertise and, in some cases, the clients do not know what to ask
or look for in their own data. Other items were also mentioned, such as data collection in the
case of heterogeneous and complex systems and DM model deployment in the production
system environment.

Regarding their data mining strategies, the most indicated were Clustering, Asso-
ciation, Classification, and Regression Analysis. Additionally, many participants mentioned
the dimensionality reduction strategy used as part of preprocessing. One participant said
that for their context this was not a good strategy, and explained that if there are 300 at-
tributes reduced to 10 dimensions, it will be necessary to guarantee all the 300 attributes
arrive with quality in the production environment. Then, keeping the DM model working as
planned after deployment adds more complexity to the process. Thus, they preferred to
invest in a strategy that only selects the really important attributes. Furthermore, Principal
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Component Analysis (PCA) was indicated as still useful, but only with the purpose of under-
standing which attributes are interesting and should be kept, and not with the intention of
working with dimensionality reduction in later stages.

Preprocessing Activities

Nine participants reported preprocessing activities as laborious since they require
a lot of manual intervention. Therefore, they were indicated as highly dependent on pro-
fessional experience and domain expertise. Although they had already created a particular
toolbox of strategies and scripts to make this process easier, the majority of the situations still
requires the development of customized scripts to be aligned to the reality of their projects.
In this context, Python [Pyt] and R [Fou] play an important role. Four participants mentioned
using tools such as Databricks [Data], KNIME [BCD*09, KNI], Gephi [BHJ09, Gep], and Or-
ange [DCE*13, Ora] in some moments to support this process. Only one participant said
that most of the preprocessing activities were performed directly on Spark [Apa].

When asked to share further details about the preprocessing tasks, most described,
or even emphasized, the following three activities. It is important to notice that the order of
each activity is not the same for all participants and may vary according to their project
engagement.

1. Analysis. Some participants considered a period of time to conduct an as-
sessment of the business area to understand the problem and the data, especially when a
domain expert was not involved. They described performing an exploratory analysis of raw
data using statistical methods to generate data summaries. Subsequently, behaviors and
distributions of these data were evaluated and the next activities were decided based on
that. The understanding of how the variables are related was also considered within this ex-
ploratory analysis. Another item mentioned was the strategic plan to clean and standardize
the data.

2. Cleaning and standardization of data. Most participants described performing
the general cleaning of the data, trying to ensure the variables are from the same type,
and other standardizations, e.g., data transformation to match the syntax rules defined by
the database where newly arrived data are being appended. Additionally, few participants
reported investing more time in the treatment of missing values, since there is the need to
understand, for example, if they are system errors or forms where people do not need to fill
in that information or even if they result from an incorrect cross-over during data collection.
One participant classified this activity as data enrichment, which could be considered a part
of the data quality process.

3. Feature selection. They reported evaluating the variables that may be interest-
ing for the DM model and, from those, deciding the new variables to be created. In addition,
some participants indicated they spent considerable time in this activity of categorical vari-
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able definition. One participant cited as an example that the cardinality of the variables could
be a problem. Since sometimes the feature binarization is required, as a strategy for the ML
model, e.g., a nominal variable can be encoded using binary attributes by creating a new
variable for each of the n categories. Then soon there would be a lot of new variables that
require tracking, leading to extra complexity. Thus, they indicated the need to be careful to
understand which technique is going to be selected for each type of variable being treated.

Additional challenges and frequent problems were indicated while describing their
preprocessing efforts. The next items summarize them.

Data volume and high dimensionality. Opposite realities were reported: first, a
group with a large volume of data and several attributes, e.g., 500 thousand columns in a
table, where such high dimensionality becomes a challenge. On the other side, there were
participants who noticed insufficient data, e.g., not a minimum number of records to conduct
the analysis safely.

Processing time. Three participants reported some issues with their technical
resources, which eventually became the bottleneck for some projects due to waiting time to
process their data.

Access to the data. Another point mentioned was the difficulty to access the data,
due to data confidentiality restrictions, owing to particularities of the businesses, such as
financial services and healthcare.

Data quality. Eight participants considered data quality a frequent point of concern.
Regarding the most frequent issues, the number one, mentioned by 92% of participants, was
Missing Values (Null/Empty), followed by Missing Records (69%), Inconsistency-Ambiguous
data (62%), and Incorrect Issues, such as Duplicates (54%) and Outliers/Non-Standard
(54%). Additionally, two participants indicated that the raw data always has problems, such
as missing data and outliers. Hence, their starting point is looking for these issues. When
they are not present, they then continue the investigation drilling down the specific variable
to better understand its behavior. They emphasized this process as very dependent on the
knowledge of the analyst performing the activity. Conversely, three participants recognized
that they ignore some errors, such as Incorrect-Duplicated and Inconsistent-Ambiguous
data, depending on the scope of the project and the volume of data.

Visualization of Data Quality

The beginning of the final part of the questionnaire related to the previous question
on data quality issues but focused on how the participants notice these issues. The idea
was to acquire further information on the visual identification of data issues, which could
be used as a guideline during the development of new visualization techniques. However,
when working with the text-numeric type of data, all participants reported the use of scripts
to perform the data analysis, e.g., generation of the total count of Null per column. Hence,
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most of them relied primarily on the validation of the absolute numbers, based on their
script outputs, rather than on visual exploration or use of any visualization techniques in the
process. For unstructured data, e.g., audio and images, the participants mentioned the need
for a manual inspection.

When using visualization to support their analysis, they mentioned generating graph-
ics such as barplot, line, radar plot, boxplot, scatterplot, and histograms, which are avail-
able in visualization libraries for Python, e.g., matplotlib [Hun07] and seaborn [Was], and
R, e.g., ggplot2 [Wic10]. In order to identify outliers, four participants indicated that boxplot
could help to visualize the distribution. Other five participants mentioned the use of addi-
tional resources, such as the visualizations available on Hadoop [Had], Orange, Gephi, and
Databricks.

Five participants emphasized that missing data was the most common problem re-
lated to data quality. In addition, they mentioned that tools like SAS [SAS] can help with
the identification of the missing data and even perform transformations automatically. Nev-
ertheless, the solution to this problem cannot be seen so simply, and the validation of these
transformations still requires manual inspection. In these cases, one participant said that
first they used VIM [KT16, TAKP], a graphical user interface available as an R package, to
build visualizations to help understand the patterns of these missing values or NAs, which
stands for Not Applicable, Not Available, or Not Announced.

So we could ask ourselves, what is the reason for them not to use, or use very
little, visualization techniques during the process? Three participants argued that it occurs
because they were dealing with a very large volume of data, which results in difficulties
to visualize the data. Additionally, after the solution deployment, the preprocessing must
be automatized and cannot be dependent on any manual intervention in the production
environment. Then, a visualization could be used only during the initial problem analysis
and for DM model changes. Other three participants mentioned that the choice related to
the capacity of the current tools to handle data processing. Free tools, e.g., Orange, cannot
process huge volumes, being valid only for proof of concept purposes. One participant
observed that even tools that promise to handle Big Data, e.g., Gephi, did not do that in their
experience. Moreover, one participant highlighted that even for the most robust tools, which
could handle graphic rendering, it was still hard to capture any meaningful information from
a crowded visualization if there was too much data.

Additionally, five participants stated that generating the visualization was time-
consuming. Thus, due to the timeline of the projects, they preferred to invest their time
in other activities and then only generate the final visualization that would be shared with
the business team and/or clients. One participant also said their current scripting approach,
which allowed to look directly at the numbers, was enough, which means there was no need
to add any visualization technique during their analysis. Another participant mentioned that
they did not know how to use visualization to support preprocessing activities, demonstrating



51

a lack of communication between the visualization research community and the profession-
als of the enterprise.

Finally, the participants were encouraged to mention any visualization techniques
or additional features to their current tools that could support their preprocessing activities.
Their wishlist was considered to build the ten insights introduced in the next section.

4.3 Insights for New Visualizations

During our interviews, only one participant mentioned visualization was not a dif-
ferential for the activities they were performing during preprocessing. Two other participants
expressed they felt confident with their set of tools. However, the ten remaining participants
demonstrated an interest in different ways to explore their data with visualization techniques.
Based on these feedbacks and complementary to the discussion started in the previous sec-
tions, in this section, we present a list of ten insights for visualization in data exploration.

We compiled the final list of insights following an iterative, incremental coding
method, which we explain in the next six steps, also illustrated in Figure 4.4:

1. The list started based on the inputs received from participant one while explaining his
wishlist.

2. Every input from a new participant was considered to review the latest version of the
list, checking for similarities and complementing the background of the existing items
or adding new items to the list.

3. After the completion of the interviews, all the records of the responses were reviewed,
including all prior entries, to evaluate if any other item could be added based on the
most common inputs, primarily related to challenges and improvement opportunities
while describing any particular activity.

4. The items were labelled and ordered from the most to the least frequent. The items
that were not mentioned by at least two participants were not included in the final list.

5. We merged the list of recommendations for tool development or design implications
available in the related works with the list obtained in Step 4, which resulted in one
additional insight.

6. We ordered the list considering Step 4 for the insights in common with the related
work, i.e., from Insight 1 to 6, then the insights that were only identified in our study,
i.e., from Insight 7 to 9, and lastly the additional insight not covered by our interviews,
i.e., Insight 10.
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Figure 4.4 — Process to derive the list of 10 Insights.

In Figure 4.5, we added details on the list of insights and the correlation of each
source that mentioned them. Also, we complement the explanation for each item in the next
subsections. To simplify the description of the comparison with the related works, we will
continue using the following code: RW1 for Batch and Elmqvist [BE18], RW2 for Kandel et

al. [KPHH12], and RW3 for Alspaugh et al. [AZL*19].

Was the insight listed as part of the study?

Our Study RWA1 RW2

(n participants) Batch, Elmgvist (2018) Kandel et al. (2012) Alspaugh et al. (2018)

Final List of Insights

RW3

List of design implications or desired features listed as part of related work and their relation with our list of insights
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e) Analysis Provenance O ([l ([l 10

Figure 4.5 — Complete list of the insights. (Top of figure, dark blue box) We present the
final list of insights, their frequency in our study, i.e., how many participants mentioned it,
and their connection with other studies. (Bottom of figure, gray box) We present the list of
design implications or desired features we could identify in the three related works, and their

relation to our final list of insights, indicated by the number of the insight.
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4.3.1 Keep It Simple

For the majority of the cases, the existing visualizations or more traditional charts
should fulfill the demand, without the need for novel visualization techniques, but rather fo-
cusing on reusable artifacts and recommendation features according to the type of data and
what is intended to be presented. Moreover, even though Python’s and R’s current visual-
ization packages and libraries are easy to use, they still require some level of programming.
Hence, a more ready-to-play alternative, such as Tableau [Taba] and Qlik [Qli], but easier
to use, could encourage the use during the preprocessing phase instead of just at the end
of the process. The perception that traditional charts are considered good was only stated
by RW1. Moreover, RW1 noticed a lack of usability attention for visualization solutions ap-
plied to data mining. Therefore, user experience (UX) design sessions were indicated, and
this can support to keep the solution simple for real scenarios use. However, only RW3
objectively mentioned the need for easier tools as desired by data analysts.

4.3.2 Keep the Context

Any new solution should remain compatible with the most used tools for data min-
ing, currently Python and R, in order to build an uninterrupted work environment, preventing
data analysts from losing the context under investigation while alternating among several
different tools. Complementary, RW1 stated it is important to keep the same syntax of the
programming environments used by data analysts. Additionally, it indicated the relevance
of considering the integration with command line interfaces and of building “visualization el-
ements into data discovery libraries”. Although RW2 did not objectively mention it as part
of the programming environment, this study referred to the need for visualization tools to
avoid the breakdown of the workflows, hence, directly promoting connections to the existing
environments. The same was indicated by RW3, which is not focused on the visualization
features, but was considered important for data exploration tools as a whole.

Furthermore, new tools should allow the evaluation of multiple rows and attributes
on the same view, without losing the context under investigation. Thus, there is a need
to plan the use of interaction techniques such as focus+context, where “a selected subset
of the structure (focus) is presented in detail, while the rest of the structure is shown in low
detail to help the viewer maintain context” [WGK15], therefore avoiding the change blindness
effect, related to the difficulty to notice changes made during an eye movement [Ren00].
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4.3.3 Save the Time

Complementing the previous point, the new visualization tools should consider in-
tuitive features and little need for configuration and/or coding, aiming to keep the agility in
the working process. Data analysts also regarded the visualization as “too time-consuming
to be worth their efforts” during the discussion in RW1. The same was observed in RW3,
where the data analysts expressed difficulties around visualizations, such as choosing the
right type of chart. Similarly, RW2 discussed this idea as required to “bridge the gap in
programming proficiency”, since most of the professionals without “hacker” skills, per their
study classification, faced difficulties to manipulate data from diverse sources and especially
during the wrangling tasks. Thus, a solution that is embedded into the toolkit of the data
analysts and automatically generates some examples or basic templates to support its use
and provides recommendations of visualization techniques based on the type of data could
be very useful. As a consequence, this approach should avoid some unsuitable uses, such
as the use of such as the use of barplot for time series, or line plots for ranking, when they
are better in the opposite.

4.3.4 Think BIG

New visualizations should support scalable solutions, considering Big Data needs.
Even though not all participants mentioned this item as critical in their scope (5 of 13, see
Figure 4.5), it is a growing demand, and the development of techniques that can handle this
scenario is urged. It was indicated that when dealing with large volumes of data, the data
rendering can be complicated even to plot simple visualizations. In that case, different alter-
natives should be planned, for example, using density or aggregation plotting. Consequently,
it should require the evaluation of new strategies, such as data reduction by selecting a sam-
ple and server-side preprocessing. The same was discussed in RW2 under the statement
“scaling visualization requires addressing both perceptual and computational limitations”.
RW2 was published in 2012, and this subject remains a critical challenge.

Another alternative is to consider the progressive paradigm, which enables the data
analyst to inspect partial results as they become available and interact with the algorithm to
prioritize items of interest instead of waiting for full data processing, as explained by Stopler
et al. [SPG14] while introducing the Progressive Visual Analytics (PVA).
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4.3.5 Allow Interaction

It is important to provide more than static reports. Moreover, allowing the data
analyst to perform flexible data manipulation within visualization tools is fundamental. RW1
indicated the visualization components should enable full-fledged interaction, such as zoom-
ing and panning, filtering, and details on demand [Shn96]. It is aligned with the techniques
suggested by us in insight 2, Keep the context. As an example, one participant mentioned
that a solution similar to Orange Ul's proposal, but in a more robust and online version,
could contribute to filling this gap, while for RW3 “embedding interactive visualizations within
notebook-style” is a better approach considering the emerging trends.

Two good examples of interactive visualization studies in the scope of visual data
exploration are VizAssist [BGV16] and VisExemplar [SKBE17]. They also planned some
assistant features to support with visualization recommendation based on the data analysis
needs, which is also related to Insight 1 Keep it simple. Concerning preprocessing activities
particularities, Heer et al. [HHK15] propose the Predictive Interaction framework for interac-
tive systems that covers general design considerations for data transformations.

4.3.6 Tables Are OK

As we could observe during the interviews, most of the participants are still using
tabular data during their analysis (see Figure 4.3). Therefore, aligned with the Insight 1
Keep it simple, the tabular format is considered a good choice for visual representation. The
same was noticed in RW1. Files to store tabular data and structured database tables are
widely used. However, there are still opportunities to be explored for table views, such as
combining different interaction options and visualization techniques like Table Lens [RC94]
or Pixel-oriented [Kei0O0].

4.3.7  Pay Attention to the Work Scopes

During our interviews, two work scopes were indicated as lacking attention by cur-
rent visualizations solutions, which remains an opportunity for future works. One concerns
the creation of new variables, features, which usually requires a lot of analysis time during
preprocessing activities. Thus, the new studies should continue exploring the combination
of Feature Selection techniques [GEO03] with visualization techniques to generate proposals
such as t-Distributed Stochastic Neighbor Embedding (t-SNE) [MHO08].
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The other is related to the deep learning scope for visual interpretation of why
each decision was made, which is under the scope of studies to support the interpretabil-
ity of ML [Bra97, Mol]. In addition, aligned with Insight 5 Allow interaction, more interac-
tive visualizations to support the parameterization options are needed, such as Deep play-
ground [Ten, SCS*17] an interactive visualization of neural networks.

4.3.8  Preprocessing Is Part of the Entire Cycle

For many data mining workflow processes, such as VA [KKE10] and KDD [HKP11],
preprocessing is represented as part of a flow in a one-way direction, similarly to a waterfall
approach. However, we could notice during the interviews that for most cases multiple in-
teractions were required among preprocessing activities and all the other stages during the
same cycle. Except for confirmatory analysis, where most of the process was already auto-
mated and little interaction was needed, for other cases, especially for initial data exploration,
multiple back and forwards in the raw data occurred.

4.3.9  Allow Comparison

Considering adding features that allow the comparison of data prior to and after its
transformation is important to support the preprocessing decision. It could follow a similar
approach as proposed by Kindlmann and Scheidegger [KS14], which discussed the impor-
tance of knowing whether data transformations respected the original data. Furthermore,
one participant mentioned that despite preprocessing activities being very fundamental and
at some level performed by all data analysts, few people are truly proficient at them. Hence,
this visual support could contribute for more data analysts to adopt visualization as part
of their daily strategies, since most of them complained about the difficulties during data
cleaning or wrangling activities.

Additionally, for the scenarios of ML, support the contrast between the test and train
data, and the validation of the model based on different preprocessing strategies. However,
during the model testing, “the integration level must be shallow to prevent overfitting and
conflation of testing and training data”, as observed by Lu et al. [LGH*17].

4.3.10 Capture Metadata

Besides the two previous insights, if automatic exploratory tasks or data transfor-
mations are needed, it is important to present the logic underneath them, because, as iden-
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tified by RW2 and RWS3, data analysts desired to continue working with control and visibility
of what the tool was doing. Thus, the creation of metadata for the dataset under analysis
and data preparation are fundamental to this process.

Moreover, this metadata can be added to the data mining project documentation,
helping to build the principle of transparency on activities performed, which is aligned to
initiatives such as the European Union General Data Protection Regulation [Com].

4.4 Discussion and Limitations

With respect to opportunities for improving our study, we can list two main items:
first regarding to the procedure. The number of questions was designed to guarantee that
each interview session would take no longer than one hour, in an attempt to capture a higher
number of positive returns to our participation invitation. However, a more open strategy for
data collection such as an experiment where participants are instructed to perform a list of
tasks and it is possible to observe how they deal with them to solve certain problems, could
contribute to acquire further details about daily practices. Likewise, that approach would
require an additional number of hours, at least two hours for each participant session based
on RW1 study, and possibly reducing the list of participants available to join the activity.

The second opportunity is regarding the participant’s profile. Most of our intervie-
wees were working in the IT Industry. Additional participants from different organization
structures, such as government, could contribute to a different perspective. Also, we notice
lack of female representation, but that seems to be a bigger issue in the STEM (science,
technology, engineering, and mathematics) areas. Therefore, despite our efforts to recruit a
variety of participants, the data collected and its analysis cannot be considered a represen-
tation of all data analysts.

The last insight presented in our list, 10. Capture Metadata, was the only one seen
in the related works that was not captured during our interviews. However, the insights 7.
Pay attention to the work scopes, 8. Preprocessing is part of the entire cycle, and 9. Allow
comparison in our list were not mentioned by any of the indicated related works, which brings
new topics for discussion. Moreover, none of the other insights appeared together in the final
list of recommendations or implications for design, as shown in Figure 4.5.

Although RW1 was very well organized, introducing relevant points to this discus-
sion, an important item related to the need for scalable solutions, insight 4. Think BIG, was
not listed in its final implications for design. Similarly, despite RW2 being one of the first
studies addressing this subject and reporting important perceptions from enterprise data
analysis, it still did not cover our entire list, nor did it present its design implications in an
approach that is as straightforward as ours. Besides, it was not concerned with the partic-
ular needs of data mining. While RW3 also contributed with this discussion, their primary
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focus was neither visualization nor preprocessing activities in data mining. Thus, many of its
recommendations covered data exploration at a higher level of the process than ours.

In terms of the evaluation of the usability, von Zernichow and Roman [vZR17] ex-
plored approaches of visual data profiling in tabular data cleaning and transformation pro-
cesses. While validating their software prototype, they identified usability issues and sug-
gestions for further research that also can be related to our list of insights, as, for example,
visual-recommend system approaches to suggest relevant and domain-specific charts to the
user (Insight 1 Keep it simple and 3 Save the time), and explore direct table manipulation
(Insight 2 Keep the context and 6 Tables are OK).

As summarized in Figure 4.6, we hope to contribute with a straight and easy-to-
understand list of items that require attention when planning new visualization solutions as
part of the alternatives to lower adoption barriers. Moreover, despite our focus on the pre-
processing phase for many of our questions, we consider these insights are also applicable
to other phases of the data mining workflow, which includes the final visualizations used to
report the analysis and findings.

Insights for new
VISUALIZATIONS

Keep it simple Tables are OK
Traditional plotting techniques are OK for most of the cases Frequent type of datasets

+Easy to use + tabular format as a good choice for visual representation

Keep the context Pay attention to the work scopes
Compatible with the most used tools for Data Science

New variables / Features Selection
+ Avoiding Change Blindness + Deep Learning

Save the time ) Preprocessing is part of the entire cycle
Little need of configuration and/or coding

A Multiple interactions among preprocessing and other stages
+ Recommendations p g prep g g

Think BIG Allow comparison
Support scalable solutions Comparison of previous (raw data) and after transformation
Allow interaction Capture Metadata
More interactive visualizations + . .
. . . Creation of metadata for the dataset under analysis
Flexible data manipulation

Figure 4.6 — Consolidated list of insigths for new visualizations solutions.
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5. PREPROCESSING PROFILING MODEL FOR VA

The activities of data preprocessing and their context as part of data analysis are
described in the Background (Chapter 2). On top of that and similarly to the concept of Data
Profiling, we are using the term of Preprocessing Profiling to indicate the activity of creating
informative summaries while performing the data preprocessing activities.

We identified the opportunity to explore the preprocessing activities as part of the
VA Model. Motivated by the insights obtained from the data analysts such as 8 - Preprocess-
ing is part of the entire cycle, explained in Chapter 4, preprocessing should not be seen as
part of a batch or waterfall approach, but as an activity being constructed during the whole
cycle. Moreover, the preprocessing decisions at this phase may have significant impacts
on the next steps of the process. Also, we have observed that preprocessing activities are
frequently overlooked by data analysts, even though they assume to spend a lot of time
involved in these activities during their data mining workflow.

In this section, we present a review of related works that are relevant for our pro-
posed Model definition (5.1). Next, we introduce the Preprocessing Profiling Model for
VA (5.2) and the details on its architecture for implementation (5.3). Later, we describe a
prototype tool planned as proof of concept of our Model (5.4). Finally, we present our final
discussion and limitations (5.5).

5.1 Related Work

This section covers essential related works that influenced the Preprocessing Pro-
filing Model presented in our study. These works are grouped in four areas according to
their focus on Visual Analytics Models (5.1.1), Visualization during preprocessing (5.1.2),
Visualization of data quality issues (5.1.3), and Tools and Systems (5.1.4).

511 Visual Analytics Models

As part of the Visual Analytics (VA) discussion, Keim et al. [KKE10] contribute with
an overview of the different phases in the VA process, which is illustrated in Figure 5.1.
Their process combines automatic and visual analysis methods with human interaction to
gain insights and promote knowledge generation. Despite their notorious relevance to VA
area, their process still requires more detail when covering the preprocessing activities and
the generation of knowledge. The representation of their process as a waterfall flow also
deserves further discussion.
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To cover the gap in knowledge generation, Sacha et al. [SSS*14] describe a novel
model for Knowledge Generation in VA. Other works emerged inspired by these previous
works, such as Ribarsky and Fisher [RF16] addressing the human-machine interaction loop
complementary to [SSS*14]; and Federico, Wagner et al. [FWR*17] explaining the role of
explicit knowledge in the analytical reasoning process when proposing a conceptual model
for knowledge-assisted visualizations, grounded in a more theoretical representation as pro-
posed by van Wijk [Wij05]. These three references share the focus on the “Human” side, i.e.,
cognitive science and knowledge generation aspects. Thus, despite [SSS*14] being one of
the works that most describes the “Computer” side, during its explanation of the “Exploration
loop”, the opportunities to continue the discussion about the data profiling and preprocessing
challenges are still existent.

Visual Data Exploration

0 User interaction

Vlsuallsatlon
Mapping

Transformauon
Mudel
visualisation
Vodel Knowledge )
bundlng

Models

— Data
Data

mining

Parameter
refinement

Automated Data Analy5|s

Figure 5.1 — The Visual Analytics process proposed by Keim et al. [KKE10]

Another new group of work in VA are those discussing the Predictive Visual Analyt-
ics (PVA), which links predictive analytics methods with interactive visualizations [LGH*17,
LCM*17]. Lu et al. [LGH*17] define five steps for the PVA: (1) Data Preprocessing, (2) Fea-
ture Engineering, (3) Modeling, (4) Result Exploration and Model Selection, and (5) Valida-
tion. Authors highlight two specific aspects of Predictive systems: (a) VA can be integrated
to the entire workflow, not following a specific order of steps, and (b) data mining model
testing can be applied during the validation step. According to the authors, even though
preprocessing appears as the first step of the PVA pipeline, it is one of the most neglected
steps since most of the studies in the area tend to focus on modeling and result exploration.

5.1.2  Visualization During Preprocessing

In Lu et al. [LGH*17] state-of-the-art review of PVA, the authors noted that the
preprocessing step is commonly removed from the main analytic workflow. Although the
authors could identify interesting works where preprocessing was integrated, e.g., CO-
QUITO [KPS16], a visual interface to assist with the definition of cohorts with temporal
constraints, these works are still not entirely dedicated to cover preprocessing problems.
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In this context, few relevant works can be cited. One of them is the Predictive Inter-
action framework for interactive systems [HHK15] that covers general design considerations
for data transformations. As the main discussion, Heer et al. [HHK15] propose that the data
analyst can decide the next steps of data transformation by highlighting features of interest
in visualizations, instead of specifying details of their data transformations. With that, they
expect to avoid a variety of data-centric problems related to the technical challenges of data
analysts during programming.

Similarly, Wrangler [KPHH11] is introduced as a system for interactive data trans-
formations. The authors propose an interface language to support data transformation with
a mixed interface of suggestions and user interaction while providing visual resources. Both
papers provide novel techniques in the scope of preprocessing, but they are limited to the
data transformations.

One of the most comprehensive proposals about preprocessing is Profiler [KPP+12],
an integrated statistical analysis, and visualization tool for assessing quality issues. It uses
data mining methods to support anomaly detection. As part of the system architecture dis-
cussion, relevant details are presented for combinations of data quality issues, detection
methods, and visualizations used by their planned procedures. However, there is still the
opportunity to explore different ways to view frequent data issues, e.g., missing values.

In conclusion, for all these papers, two opportunities remain. First, how to integrate
them under the most used tools for data analysis. Second, how to explore the comparison
of data transformation decisions with its impact on data mining model building, processing,
and resulting output.

5.1.3  Visualization of Data Quality Issues

There are comprehensive literature available on how to handle data errors strate-
gies, e.g., [RD00, KCH*03]. Among the different types of data quality issues, the missing
data are one of the most frequent referenced. Thus, the following works are focused on how
to use visualization in support of missing values understanding.

On Templ et al. [TAF12] work, they criticize that no matter how good the classifica-
tion mechanism for missing data have been planned, they still have limitations such as the
right identification of missing cause while working with multivariate data with missing values
in several variables. Subsequently, [TAF12] (p. 32) argue to the importance of visualization
to solve the related questions on incomplete data: “Visualization of missing values provides
a fast way to distinguish between MCAR and MAR situations, as well as to gain insight into
the quality and various other aspects of the underlying data at the same time”. Hence, they
introduce Visualization and Imputation of Missing Values (VIM) [TAF12, KT16], implemented
as an R package with the same name, which provides functions for graphical presentation
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of missing data. VIM explores different visualization techniques such as histogram, barplot,
scatterplots, parallel coordinate, and boxplot.

Another reference is Missingno [Bil18], implemented as a Python [Pyt] package. It
is restricted on visualization options but includes exciting ideas such as a nullity matrix with
data-dense display (limited to 50 labelled variables), a barplot for simple valid and invalid
data counts, and a heatmap for correlations between the variables with missing values.

During an empirical study to evaluate the best design for graph interpretation with
missing data, Eaton et al. [EPDO05] observe that data interpretation is negatively impacted
when there was a poor indication of the missing values. However, for other cases, even
when missing data were indicated clearly, the users continued with their analysis and tried
to find trends on the partial data. This corroborates with Sjobergh and Tanaka [ST17] dis-
cussion on the importance of developing different ways of visualizing missing values as an
attempt to avoid misleading interpretations impacted by how the visualization procedure was
developed. Further, they propose a coordinated multiple view framework for visualizing the
missing values.

In common, all these works are limited in user interactions and customization op-
tions to the provided visualizations, and in their capacity to handle high volumes of data.

5.1.4  Tools and Systems

During the search for available tools and systems supporting data preprocessing
activities, five solutions were selected to exemplify some possibilities: Trifacta Wrangler, a
paid solution to support preprocessing activities; OpenRefine, as free tool to assist with data
cleaning; Tableau, as a robust paid solution for data analysis; Facets, as an online and free
solution for the initial data exploration; and Orange, as an end to end free solution for data
mining. They are succinctly presented in this subsection.

Trifacta Wrangler [Tri] is a data preparation tool, including raw data evaluation,
cleaning and running transformations. It works with the concept of Flow where the ele-
ments part of the project flow are visually organized. It was developed by the same authors
of other works referenced throughout our study [KPHH12, KPP*12, KPHH11]. Hence, there
are similarities to what was already described (Subsection 5.1.2), howsoever, three addi-
tional items can be highlighted: (1) regarding its limitation as a paid tool, the free edition only
runs on the local machine, and it does not allow collaboration and sharing features. (2) Even
though we need to download the tool, it is still a web-based solution running in the backend,
thus with compromised performance even to run simple operations for a small volume of
data. (8) lts predictive transformations are a differential with smart options; however, it is
all attached to the tool. The same occurs for the visualizations plots, i.e., they cannot be
integrated with other solutions in R and Python environment.
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With a similar and simpler proposal than Trifacta Wrangler, we can refer to OpenRe-
fine [Ope] as an open-source alternative to support datasets exploration. It is also a useful
tool to make the data preprocessing more accessible to any user interested in exploring the
data with a minimal level of visual support. However, it is not a visual data exploration tool,
and so it is limited to visualization techniques, i.e., it has only text tables and barplot with no
user interface interaction.

Tableau [Taba] is an interactive data visualization system focused on business in-
telligence. In a primary analysis, the most reliable features are the user-friendly design with
drag and drop properties, and the vast visualization technique options, e.g., bubble chart,
gantt, maps, and boxplot. Additionally, it provides a couple of automatically functions to
support the users, such as mark types and scales transformation based on the data under
analysis. As limitations, despite the student’s free license, it is a paid tool which restricts pub-
lic usage. Moreover, it requires some previous understanding of the visualization techniques
to select the best approach. Although it is a complete solution, it has not an option to run
data summaries on raw data to support the identification of data issues before start working
on the final visualizations. For that, Tableau Prep [Tabb] was released to provide a visual and
direct way to combine, shape, and clean data. It is comprised of two products: “Builder” for
building data flows, similarly to Trifacta proposal, and “Conductor” for scheduling, monitoring
and managing flows.

Facets [Goo] is an open-source visualization tool to assist in understanding and
analyzing machine learning datasets. There are two main views: (1) Facets Overview sum-
marizes statistics for the dataset under analysis. It provides an understanding of the distri-
bution of values across the variables on the dataset. Moreover, it allows uncovering issues
like unexpected and missing values. The number of variables under analysis is limited to
six numeric and nine categorical. Also, there are some usability issues as it creates panels
and sub-panels with scroll bars hindering the data analysis. (2) Facets Dive is an interactive
interface for exploring the relationship between data points across all the different variables
of the dataset. They implemented a pixel-oriented visualization technique that allows inter-
action with the data. However, there are still challenges related to how to identify any data
patterns, once it was not implemented any hint or suggestion in how to visualize the data,
and so similar to Tableau the data analyst should know what they are looking for in advance.

Orange [Ora] is an open-source machine learning and data visualization tool. It
allows interactive data analysis workflow and a visual programming approach. Another plus
for Orange is the user interface created with help features supporting novice users while
working on the tool. It includes many standard visualizations, e.g., barplot and scatterplot, as
well as some advanced visualizations, e.g., mosaic display and silhouette plot. As the main
limitation for Orange is the capacity to handle dataset with high volume of data. Additionally,
even though it has a visual programming approach, the user must know in advance what is
necessary to do to evaluate their data and proceed with any data mining step. There are
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other paid solutions covering the entire workflow for data mining that can be classified in a
similar approach as presented by Orange, such as KNIME [KNI] and Alteryx [Alta]. They
promise more robust solutions for commercial purposes, but they were not evaluated as part
of our current review. In any case, they should require some training prior to use them.

Even though these are relevant references, there are still opportunities to discuss,
for instance: how to integrate these proposals under the most used tools for data analysis?
Which visualization techniques can be used to support data quality?

51.5 Discussion

We evaluated six items to guide our comparison between the most relevant Related
Works (RWs) and the scope of our study. The results are summarized in Table 5.1, and each
item is explained in the next paragraphs.

Table 5.1 — Is the study presenting details on the following items? (1) Process or Model or
Workflow or Pipeline; (2) Preprocessing is considered an explicit phase on the workflow; (3)
Preprocessing activities and strategies; (4) Preprocessing impacts in the next phases; (5)
Specifications or guidelines for solutions in preprocessing; (6) Visualizations for data quality
issue understanding.

Subsection Related Work Reference (1) (2) (3) (4) (5) (6)
5.1.1 Keim et al. (2010) [KKE10]
Sacha et al. (2014) [SSS*14]
Ribarsky and Fisher (2016) [RF16]
Federico, Wagner et al. (2017) [FWR*17]
Lu et al. (2016) [LCM*17]
Lu et al. (2017) [LGH*17]
51.2 Kandel et al. (2011) [KPHH11]
Kandel et al. (2012) [KPP*12]
Heer et al. (2015) [HHK15]
Krause et al. (2016) [KPS16]
5.1.3 Eaton et al. (2005) [EPDO05]
Templ et al. (2012) [TAF12]
Sjobergh and Tanaka (2017) [ST17]
Bilogur (2018) [Bil18]

Items (1) Process or Model or Workflow or Pipeline and (2) Preprocessing is con-
sidered an explicit phase on the workflow evaluated if the RWs address our central problem
regarding the importance of Preprocessing to be considered as an equally important phase
in the process. Most of the works in PVA are guided by the KDD workflow [HKP11]. Conse-
quently, we can observe that only these RWs [LGH*17, LCM*17] present preprocessing for-
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mally as a phase during their pipeline presentation and discussion. However, they address
data mining problems in the scope of Predictive tasks, which does not cover the Descriptive
tasks as in the initial VA processes referenced [KKE10, SSS*14, RF16, FWR*17].

Next, ltem (3) Preprocessing activities and strategies is related to the discussion
of the activities and strategies covered as part of the Preprocessing phase. We were not
expecting a complete taxonomy under discussion. On the contrary, we were considering if
the RWs were at least bringing into consideration the existence of the complexity in selecting
different strategies. In spite of that, not all RWs considered it. The PVA RWs [LGH*17,
LCM*17] contributed with a high-level discussion on the topic. Additionally, the two most
relevant RWs in visualization during Preprocessing [KPHH11, KPP*12] covered that aspect.
Especially [KPP*12], which presents a good overview of its related works review and system
architecture explanation. Finally, [TAF12] also mentioned the complexity of handling missing
values, even if focused on only one data issue.

We consider Item (4) Preprocessing impacts in the next phases an essential topic
for discussion. It should be addressed during ltem 3, but focusing on the impact that the
decisions made during the preprocessing may cause to further phases. For instance, the
data format of the variables used as parameters during the data mining model building, or
the imputation strategies for missing values, may impact the possible methods that can be
used, or the processing time, or even the final patterns that can be observed in the results.
However, this is not a topic of discussion for any RW, at least not clearly or explicitly.

While evaluating Item (5) Specifications or guidelines for solutions in preprocessing,
we were looking for detailed descriptions in support to design new visualizations or systems
for any preprocessing activity. Only [HHK15] has the goal of proposing a framework, and
then, it addressed the item. The majority of the other RWs that could contribute to this item
was designed as Systems, therefore, only [KPP*12] was added to the list because it provides
valuable contributions while presenting its system architecture.

Multiple RWs [EPD05, KPHH11, KPP*12, TAF12, ST17, Bil18] can be listed as part
of ltem (6) Visualizations for data quality issue understanding. Nevertheless, all of them still
need to invest in visualizations with more capabilities for user interaction, and strategies to
handle Big Data volumes. Due to our selection criteria of RWs, i.e., concerned specifically
with missing values, we understand that a complementary investigation is required to cover
different data quality issues, but we are confident these RWs should support us with this
initial discussion.

It is interesting to observe that [LCM*17] (p. 194) state as “one of the major strengths
of visualization is enabling users to quickly identify erroneous data” when contextualizing the
use of visualization during preprocessing in PVA. However, contradictorily to the opportunity
of a research area to be explored, in a more recent state-of-the-art in PVA, [LGH*17] indi-
cates preprocessing activities are still receiving little attention as part of this research area.
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In conclusion, although we can find RWs proposing VA Models or visualization
methods to assist with preprocessing activities, we can still observe opportunities to be
discussed. From this list, the following items receive less attention than the others: (a)
Preprocessing as an equal phase in VA process; (b) Alternative visualizations to cover the
same data quality issue by different perspectives; (c) Visualizations to support the evaluation
of the preprocessing impacts in further phases; (d) List of guidelines and features to support
novel visualizations in the context of this study. To continue this discussion and support filling
these gaps, we are proposing the Preprocessing Profiling Model for VA, which is presented
in the next section.

5.2 The Preprocessing Profiling Model

In this section, we describe the Preprocessing Profiling Model for Visual Analytics.
First, we outline the nine features that we identified as important to be observed while plan-
ning new solutions in compliance with our proposed approach. Later, we explain our Model
process and its relation to these features.

We matured the proposed features based on the review of related works (Sec-
tion 5.1) and, especially, on the list of insights obtained in our interview study (Section 4.3).
In Table 5.2, we provide a summary description of the meaning and motivation to each of
the nine features.

Table 5.2 — List of the nine features and respective descriptions.

Feature Meaning Motivation

F1 Unified Integration with the most used tools for data To build an uninterrupted work environment, preventing the data analysts from losing
analysis. the context under investigation while alternating among several different tools. Also, as

an approach to simplify and save time during the analysis activities.

F2 Large Scale Ability to work with scenarios dealing with To attend the crescent demand for Big Data, evaluate how to produce partial results
huge volumes of data. while the data are still being processed. Hence, data analysts can visualize huge

volumes of data in a continuous flow.

F3 Metadata Ability to generate informative summaries The data computation of other features, e.g., F4 and F5 , should be the source
of the preprocessing activities. of this feature, which should result in a critical output of the Preprocessing Profiling

process. Also, this metadata can be used as input for new visualizations of the dataset
under analysis, and generally for documentation purposes.

F4 Data Mining Use of data mining methods to support pre- Data quality assessment can benefit from the use of data mining algorithms, e.g., the
processing activities. identification of data errors and recommendations on data transformation. Addition-

ally, supporting the validation of the preprocessing strategies and data mining model
testing.

F5 Statistics Use of statistical methods to generate a de- A thorough review of the characteristics of the variables is relevant to making decisions
tailed description of the data and to support on data transformation demands, not only to fix data issues but to better integrate
preprocessing activities. with the planned data mining model. Later, it should be combined with visualization

techniques.

F6 Comparison Ability to compare the data prior and after Preprocessed data should be compared to the original data. Moreover, when combined
transformations and the impacts of the pre- i ' F4 | this feature can support the evaluation of the data mining model based on
processing decisions. I X .

different preprocessing strategies.
F7 Recommendation Use of recommendation systems to pro- Visualization techniques can be proposed according to the type and volume of data

pose visualizations.

under investigation. Also, taking into consideration the particularities of the data mining
scope or data quality issues.

F8 Template Ability to generate automatically initial visu- It refers to a solution that generates initial visualizations or template options based on
alizations or basic templates. the data under analysis. This feature, when combined with F7 , should avoid some

inappropriate uses, e.g., the use of Barplot expecting to see trends or time series.
F9 Interaction Use of visualization interaction techniques Although this feature seems obvious for visualization practitioners, it is still an important

to support flexible data exploration.

point of concern to allow the data analysts to perform flexible data manipulation instead
of static reports.
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In addition to the list of features, we are considering the Visual Analytics process
proposed by Keim et al. [KKE10] to devise the Preprocessing Profiling Model. As a result,
our Model is formalized as an extension of this process [KKE10], in which we include a new
phase named Preprocessing Profiling and new possible transitions among the phases. An
overview of the Preprocessing Profiling Model is shown in Figure 5.2.

The term Preprocessing Profiling was coined to indicate the activity of creating
informative summaries while performing the data preprocessing activities. It is inspired
by the concept of Data Profiling, i.e., the activity of creating informative summaries of a
database [Joh09].

Visual Data Exploration

i Data Preparation i
: Understanding User Interaction |

5 B
) 1 Visualization of /7
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Automated Data Analysis

Figure 5.2 — Overview of the Preprocessing Profiling Model for Visual Analytics process. We
are extending the VA process proposed by Keim et al. [KKE10]. Each node (represented
through rounded rectangle) corresponds to a different phase, and their transitions are rep-
resented through arrows. We added the Preprocessing Profiling phase and new transition
options: Dataset Understanding, Data Preparation Understanding, Visualization of Prepro-
cessing, Model Testing, and another Feedback Loop. The new objects are represented in
blue color for the text font and dashed lines.

Despite the description of some preprocessing activities in the original Data phase,
e.g., data cleaning, normalization, and other tasks as part of the Transformation transition,
by adding Preprocessing Profiling as a phase, we put activities such as the data profiling and
the evaluation of preprocessing strategies prior to Model Building in the critical path, i.e., as
an equally important phase. However, the activities planned as part of Transformation (Data
+» Data) can still occur, since, for example, the dataset input may require data standardiza-
tion to integrate with different sources of data before proceeding with any analysis. Also, the
other four original phases and their transitions remain the same.
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Thus, next, we focus on explaining only the new transitions. Furthermore, we are
providing some examples of how the features presented in Figure 5.3, and here identified by
their codes (F1 to F9 ), can be associated with this process.

The new transition of Dataset Understanding (Data <+ Preprocessing Profiling)
intends to explore the dataset, its data types, values distribution, and other descriptive statis-
tics F5 that will be important to create the data profiling, i.e., metadata F3 , and then support
the data analyst decisions while progressing to further activities.

Data Preparation Understanding (Preprocessing Profiling «<» Preprocessing Pro-
filing) intends to allow the creation of metadata for the data preparation strategies devel-
oped during the preprocessing F3 . Additionally, with the Visualization of Preprocessing
(Preprocessing Profiling <+ Visualization), the data analyst should be able to explore these
different data preparation strategies with the support of visualization techniques. These vi-
sualization techniques can be recommended based on the data under analysis F7, or even
initial visualizations as templates can be presented to support this activity F8 .

Another new transition is Model Testing (Preprocessing Profiling <> Models), which
considers the validation of the model during the Preprocessing Profiling phase. With the
support of data mining methods F4, it is an opportunity to evaluate and compare the im-
pacts of the chosen preprocessing strategies that can be used as input for Model Building
transition F6 .

All the transitions leaving the Preprocessing Profiling phase have a way back on
the same connection (i.e., the arrows in Figure 5.2). Different from the original VA process
(Figure 5.1), which can be read as one-way direction, such as a waterfall approach, the
PrAVA considers the possibility of multiple interactions between two phases during the same
cycle. For that reason, we also added a new Feedback Loop (Knowledge — Preprocessing
Profiling). Nonetheless, the model proposed by Sacha et al. [SSS*14] better describes the
different loops in this scope of knowledge generation and should be used as a reference for
the subject.

The feature F2 is related to Big Data scenarios. In these cases, during a flow such
as Data — Preprocessing Profiling, we can consider the progressive paradigm [SPG14] as
an alternative to producing partial results while the entire dataset is still being processed.
Also, for a flow such as Preprocessing Profiling — Visualization, aggregation techniques
[EF10] could be used to support generating visual representations more efficiently.

Inreferenceto F1 and F9, they should be considered as part of the entire process.
The combination of these features should attend an urgent demand mentioned by Heer and
Kandel [HK12] (p. 53) “interactive tools for data analysis should make technically proficient
users more productive while also empowering users with limited programming skills”.

The current VA process presented in Figure 5.1 can continue as-is since it covers
cases of confirmatory analysis. However, our approach includes cases in which data adjust-
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ments are identified in different phases of the process, and is not limited to the first time data
are selected and transformed. Moreover, we advocate about the advantage of visualization
techniques during the preprocessing activities, and not only to generate the final visualiza-
tions. Hence, our proposed approach considers the Preprocessing Profiling as a prominent
phase. Based on that, the Preprocessing Profiling Model for Visual Analytics should en-
able the data analysts to increase their ownership of the data under analysis, master the
impacts of preprocessing activities to the data mining model building, and contribute to the
final phase of knowledge generation.

5.3 Architecture

Statististics Preprocessing Profiling Features
Il Unified D (3)
“ &3 Large Scale @
Metadata
I Data Mining
I Statistics
&3 Comparison @
Recommendation @ @
Data Quality m Template @ @
Data L alzat Interaction
KRl e ®O
Methods or  List of ten insights for new visualizations
Techniques
@Keep it simple @Save the time @Allow interaction @ Pay attention to the work scopes @AHOW comparison
Scope or ‘
Task @Keep the context @Thmk BIG @Tables are OK Preprocessing is part of the entire cycle Capture Metadata

Figure 5.3 — The Preprocessing Profiling Model Architecture. List of components to be con-
sidered while developing a new solution. The Preprocessing Profiling features are indicated
in the blue box on the right, and the list of insights is indicated on the bottom of the image.

While planning new solutions in compliance to the Preprocessing Profiling Model,
despite of considering the list of nine features, we should also consider some inputs, for
instance, what is the DM scope? Based on that, which ML or Statistical methods can be
used to solve the problem under question? Moreover, which data quality issues are intended
to be addressed? Which leads to another question, which data preparation strategies can
be used? Finally, which visualization techniques can be used to support on this context?

There are several different possible answers to these questions. For that reason,
our conceptual Model is planned to work as an extensible system architecture. This implies
that independent of the prior answers, the nine features listed for the Preprocessing Profiling
can still be considered as part of the new solution in development. The components of this
explained architecture are illustrated in Figure 5.3.
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Ideally, all the features should be implemented as part of the new solution. How-
ever, the feature list should be viewed as a set of practices to be covered to maximize the
performance of the activities performed during the Preprocessing Profiling phase. The more
they are considered, the more effective the solution will be. In the next section, we describe
the design for a new solution considering these components.

54 Prototype Design

As a proof of concept for the Preprocessing Profiling Model, we developed a pro-
totype solution, which generates as output two dynamic reports. One is named Data Pro-
filing and it is related to the sequence of Data «» Preprocessing Profiling <+ Visualization
(Figure 5.4-1, yellow). The other is named Preprocessing Profiling and it is related to the
sequence of Data <+ Preprocessing Profiling «+» Models « Visualization (Figure 5.4-2, blue).
In the next subsections, we outline their design and we present some examples of the im-
plementation for each report.

Pathways: Data Profiling (Prototype A) B Preprocessing Profiling (Prototype B) Visual Analytics

Figure 5.4 — The sequence of steps in the Visual Analytics process.

541 Outline

As primary requirements, the prototype solution should present: a user-friendly
design, with widely used visualization techniques, that can be saved and used as meta-
data. Also, it should be integrated with the most popular development environments for data
analysis. Furthermore, it should allow user interactions. Hence, the prototype solution was
developed as a dynamic report. It was written in Python, Javascript, HTML5, and CSS3,
which requires a browser to open the output file for the report. Considering an example of
integration with Jupyter Notebook, a few lines of code are required to generate the report in
the output cell.



71

We used the implementation of the Pandas Profiling package [Pan] as the starting
point of development. This package (version 1.4.1) originally covers some of the planned
items for the Data Profiling scope. However, beyond fixing minor bugs and adjusting the
layout for the standardization, several new items were implemented as explained in Subsec-
tion 5.4.2.

The prototype is written in Python, Javascript, HTMLS5, and CSS3, which requires a
browser to open the output file for the report. The list of technologies used for the prototype
development is available in D. Moreover, Javascript implementations allow some traditional
web user interaction. For example, show additional details while mouse is over an object,
create links to different sections, and allow to expand or hide information.

Considering an example of integration with Jupyter Notebook, few lines of code are
required to generate the interactive report, as indicated in Figure 5.5.

In [ ]:|#Import Libraries
import pandas as pd
import pandas_profiling
#Read dataset and create Pandas Dataframe Object
df = pd.read _csv('E:\\workspace\dataset\\risk factors_cervical cancer.csv', encoding="UTF-8")
#Call Data Profiling Report informing the dataframe

pandas_profiling.ProfileReporthdF;

Figure 5.5 — Example of Python programming code to run the report.

5.4.2  Data Profiling

The Data Profiling report is planned to support data analysts during the data un-
derstanding required as part of the preprocessing activities. The first version of the report
is divided into five sections: Overview, Variables, Missing Values, Correlations, and Sample.
Two additional sections are planned, but they are not fully integrated into the current version
of the prototype report.

A high-level comparison between the original version of Pandas-Profiling and our
prototype is presented in Figure 5.6. Beyond the fix of minor bugs, the main items changed
are the following:

» New procedure to verify the presence of missing values in the dataset to be analyzed.
For instance, datasets available on the UCI Machine Learning Repository [DGa] use
the character “?” to represent nulls, and in the original Pandas Profiling implementation
it was not computed as part of missing values, but as a valid value. Other characters
were considered as part of the validation such as “na”, “n/a”, and “null”.

* New section for Missing Values, considering four new visualizations.
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» Report layout adjustments for the standardization, e.g., text font type and size, and
the use of colours on visual representations. Also the disposition of information were
revised in an attempt to improve the readability of the report, such as the inclusion of

tabs in Correlations.

» New visualizations: horizontal barplot for missing values, boxplot, and histogram.

Overview

Wariables types

7
Variables
X o Sl
e -

Correlations

Pearson

-E .|

Report Title

Table of content
(menu linking to each
report section)

Layout adjustments
regarding the
disposition of
information, and the
standardization of
text font and use of
colours.

New visualization to
show the variable
types

New visualization to

show the missing
values details

New options to show
more information on
demand.

New visualization for
missing values +
review of the
descriptive statistics
table

New implementation
for the visualization
of histogram with the
information on axis

New option to show
maore variables on
demand. By default
only the first three
variable are
presented.

The correlation
charts are presented
under tabs (and not
one below the other).

Data Profiling

Contirts

Overview

D i 5 160

petal_iang

Brow More Usrinles
Correlations =

Pearson i

Figure 5.6 — High-level comparison between the (a) original Pandas Profiling Report and (b)
Data Profiling Report. The orange boxes indicate new items implemented. In both examples,

the Iris dataset is used as input.

The dataset for Cervical Cancer (Risk Factors) from the UCI Machine Learning
Repository [DGb] was used as data input. After running the Python code mentioned before
(Figure 5.5), the Data Profiling report is generated in the output cell of the Jupyter Notebook.
Each section is explained in the next paragraphs.

Overview

In the first section of the Data Profiling report, details about the dataset are pre-
sented, such as the total number of rows and columns, distribution of variable types, per-
centage of missing values, Warnings, and Recommendations. Regarding the Warnings,
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they may be generated indicating relevant aspects to be observed in the dataset under anal-
ysis, such as if a specific variable has a higher number of missing values or zeros, or if
two variables are highly correlated. There is an option to expand/hide this information. The
same is planned for Recommendations, which lists suggestions of how to proceed with the
data wrangling or which are appropriated visualization techniques based on the data under
analysis. All this information should support the data analyst not only to get an overall view,
but also can be used as metadata.

Variables

Information about each variable, i.e., attribute or column, of the dataset is presented
in this section. The initial view option is illustrated in Figure 5.6, and it shows a summary
table with statistical data and a visualization, Histogram if the variable type is numeric or Hor-
izontal Barplot to indicate the frequency of values. Further details are available when “Show
Details” is selected (Figure 5.7). In addition to the data understanding that supports data
transformation decisions, the visualizations presented under this section contribute to the
identification of data issue patterns, e.g., Boxplot (Figure 5.7-f) and Histogram (Figure 5.7-c)
for outliers, and Horizontal Barplot (Figure 5.7-a) to indicate the frequency of missing values.

STDs: Time since first
diagnosis

Information can be
expanded or hidden

Show details

Descriptive statistics

The detailed
information for
each tab will
appear in this area

Figure 5.7 — Data Profiling Report - Variables. Information of a Numeric Variable, with (a)
the missing values frequency bar. Also, details for each tab: (b) Quantile and Descriptive
Statistics; (c) Histogram; (d) Frequency of the most common values; (d) Extreme Values,
five Minimum and five Maximum are listed; (f) Boxplot.
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Missing Values

This section is dedicated to support the understanding of missing values in the
dataset. Four visualizations are presented, and they were implemented based on Miss-
ingno [Bil18].

The Nullity Matrix (Figure 5.8-a) is a data-dense display that supports the identifi-
cation of patterns for the missing values. The records are shown in different colours, i.e.,
dark grey for valid records and white for the missing values. Considering this particular case
illustrated in Figure 5.8, even without any prior information regarding the dataset used for
input, it is possible to observe three patterns quickly. First, there are two columns with high
nullity (Figure 5.8-e). Second, the first and the last eight columns seem to be fully informed
as no occurrence of white spaces is observed (Figure 5.8-f). Third, many columns seem to
be nullity correlated, i.e., when one column has a missing value for a particular row, there is a
high chance of the other columns in this group having missing values as well (Figure 5.8-g).

Moreover, the first and second statements mentioned before can be confirmed
when looking at the Barplot (Figure 5.8-b). The total count of valid values is informed, and it
is possible to see the proportion of missing values per column. Furthermore, the third state-
ment can be confirmed when looking at the Heatmap (Figure 5.8-c) since this visualization
shows the relationships within pairs of variables having missing values. Complementarily,
the Dendrogram chart (Figure 5.8-d) uses a hierarchical clustering algorithm to support re-
vealing trends for a group of variables.

Missing Values @

LG ALD...

Figure 5.8 — Data Profiling Report - Missing Values. Four visualizations are presented, one
per tab: (a) Matrix, (b) Barplot, (c) Heatmap, and (d) Dendrogram. Output generated based
on Cervical Cancer dataset.
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Correlations

This section is dedicated to the Correlation Coefficient (Figure 5.9). Two measures
are used, e.g., Pearson and Spearman, but others can be incorporated. This visualization
supports a faster identification of variables with higher or lower relation, through the use of
a Heatmap to show the scale ranging from -1 (red) to 1 (blue). Moreover, when clicking on
“Show Details”, the numeric coefficients of all pairs of variables are displayed on the bottom
of the chart.

Correlations =

Pearson

--------
1

Figure 5.9 — Data Profiling Report - Correlations. Output generated based on Cervical Can-
cer dataset. (a) Pearson result. (b) Table with complete information.

Sample

This final section shows the first five rows for all columns of the dataset as a sam-
ple of the available data. Figure 5.10 illustrates that. Despite seeming trivial, this brings
agility to the analysis process by keeping all the relevant information about the dataset in an
integrated view.

Sample =

Age Mumber of sexusi pariners  Firet ewsual m tercoure Kem of pregnanciss  Smokss  Smoker {yeare| Emokes ipackeiyeary Mormonal Coniraces

Figure 5.10 — Prototype A - Data Profiling. Fifth Section, Sample of the first lines of the
dataset.
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Additional Sections

Other sections could be incorporated to this prototype. For instance, considering
the needs for the dataset evaluation while working in a classification problem, one possibility
is the Relation Matrix of Classes. It is a pairplot to visualize the similarities and differences
between the classes, and we can combine different visualization techniques, e.g., Histogram
and Scatterplot. Also, we can take advantage of using colours and markers to increase
the clarity of the classes distribution. Figure 5.11 shows an example for Iris dataset [DGc]
implemented based on Seaborn [Was] visualization package.

Figure 5.11 — Data Profiling Report - Relation Matrix. Pairplot to visualize the similarities
and differences between the species.

Another section planned to be incorporated to the prototype is based on Facets
Dive [Goo], mentioned in Subsection 5.1.4. This visualization should enable the data an-
alysts to explore and play with the raw data through an interactive interface. Figure 5.12
shows an example of Facets pre-loaded dataset and three variables selected for evaluation:
Country (X-Axis), Education (Y-Axis), and Occupation (Display Colour).

jcd
=
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= o ma [ FEEE 3
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Figure 5.12 — Example of Facets Dive [Goo], using their pre-loaded dataset example.
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5.4.3 Preprocessing Profiling

The Preprocessing Profiling report focuses on preprocessing activities related to
data cleaning, transformations, and the evaluation of the impacts on the data mining model.
For this first version, we considered one data mining problem (Classification), one data issue
to perform the data transformations (Missing Values), and one type of dataset (tabular data).
Four sections were planned: Dataset Details, Overview of Classification Results, Classifica-
tion Results in Details per Imputation Strategy, and Diving into the classification results.

The basic operation of the Preprocessing Profiling prototype occurs as follows:
1. Receives the dataset (Pandas dataframe object);

2. Performs a validation if the received dataset has missing values, otherwise randomly
adds null records to the dataset;

3. Performs the data transformations based on different strategies to handle the missing
values;

4. Divides the data into training (70%) and testing (30%);

5. Trains a model using the classification algorithm (Decision Tree) and uses it to predict
the classes of the test data;

6. Generates the visualization for the dataset overview, preprocessing metadata, and the
classification results.

In relation to item 2, this procedure was implemented as part of the exercise in
evaluating the imputation strategies for missing values even when the dataset does not have
them by default. Thus, the procedure adds nulls randomly in 75% of the lines, except in
the column correspondent to the class labels. This implementation is not only resourceful
for our tests during the proof of concept, but as well as for possible real scenarios in need
of performing anticipated evaluations of some preprocessing strategies based on different
scenarios simulations.

Turning to item 3, five different strategies of data imputation are performed: one
removes all the rows that have at least one missing value, and it is named Baseline (no
missing). Other replaces all missing values by zero, named Constant(=zero). A third and
fourth replace missing values by mean and median values computed based on all records
on the same column; they are named Mean and Median. The last one replaces missing
values by the most frequent value in the corresponding column, named Most Frequent.
When any attribute in the dataset is recognized as boolean, even if it is still a numeric type,
the strategies of Mean and Median are not executed. That occurs because the current
implementation applies the same data transformation to all attributes with missing values.
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The same set of training and testing data is used for each imputation strategy,
except the first, Baseline. The Baseline runs the classification after removing all the rows
with missing data, or the original dataset when it does not have any missing values. That is
the reason for different numbers for the Support when Baseline is compared with the other
imputation strategies.

Dataset Details

This is the first section after the table of contents, and it shows a Sample table of
the dataset under analysis. Figure 5.13 illustrates it. Also, it includes the Nullity Matrix, that
is important to keep the major picture of the missing values distribution of the dataset under
analysis at a particular round of testing. Both visualizations follow the same implementation
as the Data Profiling report.

Preprocessing Profiling

Contents

= Dataset {dataframe) Details

= Dverview

» Resulls of Classification for each Imputation Strateqy

= Diving into the classification results {actual vs predicted classes)

Dataset (dataframe) Details

Sample
Apge Mumber of sexual partners  First sexual imtercourse  Num of pregnancies Smokes Smokes (years) Smokes (packsfyear) Hormonal Contracep
0 18 40 15.0 10 00 00 0.0
1 15 1.0 14.0 1.0 0.0 00 oo
2 M 10 NaM 10 00 0.0 0.0
3 52 50 18.0 40 1.0 D0 Do
4 45 30 20 40 00 00 0.0

Matrix visualization of the nullity of the given dataset

P L O PREDPPADP DD DS
—1—
|
T I‘I‘ ]

Figure 5.13 — Preprocessing Profiling Report. Menu of content and the Details for the Cer-
vical cancer dataset with missing values from the original file.
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Overview of Classification Results

The second section shows a summary table presenting in each line the different
imputation strategies for missing values. In each column the metric or report used for clas-
sification model evaluation is informed, e.g., Classification Report, Confusion Matrix, Class
Prediction Error Distribution, and Accuracy. This consolidated view facilitates the compari-
son of the results. The results for Cervical Cancer dataset are presented in Figure 5.14.

Overview

Summary table of Classification Reports

Strategy Classification Report

94.4%

missing
walues)

Constant
Imputation
{=zero)

Most
Frequent
Imputation

95.0%

Figure 5.14 — Preprocessing Profiling Report - Overview of Classification Results for Cervical
Cancer dataset.

Results of Classification for Each Imputation Strategy

The third section covers additional details of the classification results. The first three
visualizations (Figure 5.15-a, b, and c) are the same available in the Overview of Classifica-
tion Results (previous explained), and there are two new ones for Precision Recall Curves
(Figure 5.15-d and e). These five visualizations were implemented using Yellowbrick [BB19].

The last visualization, Flow of Classes (Figure 5.15-f), aims to provide a new per-
spective for the comparison of actual versus predicted classification. Also, it should support
the analysis of the unbalanced distribution of classes when compared to the Error Distribu-
tion (Figure 5.15-c). This visualization was implemented based on Sankey Diagram from
D3 [Bos].
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Results of Classification for each Imputation Strategy

Baseline

Figure 5.15 — Preprocessing Profiling Report - Results of Classification of each Imputation
Strategy based on Iris dataset. Six visualizations are presented: (a) Classification Report,
(b) Confusion Matrix, (c) Error Distribution, (d) Precision Recall Curves, (e) Precision Recall
Curves (Individually), and (f) Flow of Classes.

Diving Into the Classification Results

This final section consists of two new visualizations: Flow of Classes and Matrix
of Nullity + Class Prediction Error. They appear in individual tabs and should support the
comparison of actual versus predicted results for each class.

In contrast to the previous Flow of Classes (Figure 5.15-f) shown for each imputa-
tion strategy, in this new visualization (Figure 5.16), we are combining all the results. The
main idea remains in showing the volume of correct (blue link) and wrong (yellow link) pre-
dicted classes by showing the percentage of total instances in each condition, instead of
only the absolute numbers. Moreover, some interaction options are planned, for instance,
the possibility to drill down on records (rows) that are part of each group when selecting
(mouse click) a specific link bar. Also, by selecting the preprocessing strategy, the pro-
cedure of the data transformation should appear. This is built on top of the metadata for
preprocessing that should be automatically computed in parallel to each processing, and
can be updated by the data analyst with their annotations for future reference.
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Diving into the classification results

Flow of Classes Matrix of Nullity + Class Prediction Error

Actual Class
0 1 0 1 0 1 Mouse over the link to see
e = e = = the information of percentage
of instances that moved from
k one class to another
0= (misclassification)

-| =
0 1 0 1 0 1 Resullts for each Imputation
Basellne (without missing values) ~Constant Imputation (= zero) Most Frequent Imputation Strategy for Missing Values

Predicted Class

Figure 5.16 — Preprocessing Profiling Report - Flow of Classes per round of preprocessing
strategy.

The second visualization aims to support pattern identification on misclassification
that may be caused by missing values. Figure 5.17 shows an example of the Matrix of
Nullity combined with the results of a Class Prediction Error for a binary problem. It is built
based on the idea of Matrix Dense Pixel [Kei00], similar to our previous implementation of
the Nullity Matrix. The colour palette remains the same, dark grey means valid values, and
white means missing values. Besides, new colours represent the records with classification
problems. In our example, if the record (row) was misclassified, it appears in yellow if it is
actually Class 1 and was wrongly predicted as Class 2. Likewise, it appears in blue if it is
actually Class 2 and was wrongly predicted as Class 1.

Order Lines by: | SIFTEEEES i
Misclassification Class 1
Misclassification Class 2

a2~ o

Class Prediction Error (Actual Class — Wrong Predicted Class)

Figure 5.17 — Preprocessing Profiling Report - Matrix of Nullity combined with Class Predic-
tion Error

As part of the component planned for this visualization, we can also list interaction
options such as the action to reorder the records by the type of error, e.g., ordering the
rows to show first the misclassifications of Class 1, and in that case, potentially putting in
evidence any pattern that may be hidden on the original dataset order. In the same way of
the previous visualization of Flow of Classes, the data analyst can select a record to see the
values corresponding to all the attributes of the specific row. Moreover, a table listing each
group of misclassified records should be presented on the bottom of the matrix.
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As a final remark, further investigation of aggregation strategies [EF10] is still
planned to allow this visual metaphor to scale while analyzing big datasets. This needs
to be carefully evaluated; otherwise, a wrong design decision may introduce issues on data
distribution that may impair the visual identification of any pattern.

5.5 Discussion and Limitations

The early related works presenting the VA Models sought to solve the requirements
of the VA process and are used as inspiration to our work. However, they are not considering
preprocessing as an equal phase in the process. In addition, the more recent VA Models
are focused on Knowledge, the Human side, then remaining the opportunity to continue
the discussion on the Computer side, particularly regarding the activities involved on data
preprocessing.

Furthermore, although Kandel et al. works are not proposing a new Model focused
on preprocessing, their discussion in data transformation, data cleaning, and the assess-
ment of data anomalies brings outstanding contributions that are used as a reference during
the design of the features and the ideas for the prototype implementation. In the same way,
VIM, Missingno, Tableau, Trifacta, and Facets are used as inspiration. However, as prior
mentioned, there are remaining opportunities for discussion, and aiming to support filling
these gaps we presented the Preprocessing Profiling Model for VA.

During the conception of our Model, we take into consideration the requirements
obtained during the interview process in combination with related work review. We designed
our Model and its architecture to be generalist, with the ambition to attend the most varied
use cases. It should be extensible as new demands arise. However, our Model still needs
a rigorous assessment with domain experts and may be revisited after this process. In any
case, to mitigate potential design issues, we have developed two prototypes: one focused
on Data Profiling and another in Preprocessing Profiling activities.

The prototypes presented are an initial version to support our Model use case ex-
planation. In reference to the Architecture of Preprocessing Profiling Model, we present in
Figure 5.18 the main tasks and techniques covered in the prototypes. They still have limita-
tions regarding the user interface interactions, data mining methods to uncover data issues,
and support to Big Data. However, the current limitations are related to the prototype im-
plementation, and not to the Model design. Despite these limitations, the prototypes are
operational, and we can proceed with the Preprocessing Profiling Model discussion to ex-
plore how they can assist the data analysts in preprocessing activities. The Model validation
is described in the next chapter.
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Figure 5.18 — A high-level illustration of the prototype coverage in comparison to the Pre-
processing Profiling Model Architecture. For each corresponding component indicated in
the Architecture (see Figure 5.3 for details), we are adding a box with a list of items imple-
mented in the scope of our prototypes. The “(...)” indicates that more items could be listed.
Also, there is the indication of the features that are covered (indicated by the green sign)
or not (the red sign). For the last feature in the list, (I) Interaction, we are considering it
implemented partially, as our understanding is that more user interaction options should be
implemented to have a full advantage of the interactivity benefits.
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6. MODEL VALIDATION

In this chapter, we present a qualitative validation to the Preprocessing Profiling
Model for VA. We exemplify the capabilities of our proposal Model by presenting its utiliza-
tion with two different scenarios. First, we describe a hypothetical scenario and persona
to show how the Preprocessing Profiling Model supports to understand the raw data under
analysis, and the impacts of the preprocessing strategies (Section 6.1). The second use
case is considering our initial analysis of an original dataset selected from the UCI Machine
Learning Repository (Section 6.2). Lastly, we compile a final discussion on our Model vali-
dation (Section 6.3).

6.1 Usage Scenario: Understanding a Dataset and Its Preprocessing Impacts

Tim, a biology student, is searching for strategies on how to solve the taxonomic
problems of his current research. He collected data about a new group of flowers, and he
is interested in identifying species of flowers by the attributes measured from a morphologic
variation of the flowers.

Tim read about ML algorithms that can be used for classification problems. Also,
he is aware that not only the ML algorithm is enough for the final solution of his problem, but
as well as the preprocessing strategies he selects. Considering that, before using his data,
he decides to explore different approaches using a similar known problem of Anderson’s
Iris dataset [Fis36]. He downloads the dataset from the UCI Machine Learning Repository
website [DGc]. The original dataset contains 50 samples from each of three species of Iris,
i.e., Iris Setosa, Iris Virginica, and lIris Versicolor. For each sample, four attributes were
measured in centimetres: length of sepal, length of petal, width of sepal, and width of petal.
Additionally, a fifth column informs the correspondent class of each sample.

Tim is familiar with Python programming development environment and its popular
libraries to support with DM problems. He uses the VA workflow to guide his analysis,
and the Preprocessing Profiling Model along with its developed prototypes to perform his
activities. Under this scenario, his steps related to the Preprocessing Profiling phase are
indicated in Figure 6.1. Branch A is related to understanding the data, and it is explained in
Subsection 6.1.1, while branch B is related to understanding the impacts of preprocessing,
and it is explained in Subsection 6.1.2.
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Figure 6.1 — Tim’s steps for Preprocessing Profiling phase and an illustrative sample of the
correspondent visualizations for each step.

6.1.1 Understanding the Data

Tim explores the original Iris dataset to get a better understanding of the available
raw data. He starts by running descriptive statistics using his programming skills in Python.
However, many lines of code and outputs with plain text would be required to generate all
the information he wanted. Then, he decides to use the Data Profiling Prototype that is in-
tegrated to his Python environment to generate the first report for his data analysis of Iris
dataset. While analyzing the first section of the report, he can see some information regard-
ing the number of records (rows) and variables (columns), the dataset size, and variable
types distribution, as shown in Figure 6.2.

Overview

Datasel Info 5 150 Total size in memory 50K
Average record size in memaory 2B
Columns Rows

Variables Types

R o 0

Missing Values

Warnings ~ Recommendations ~

= Dataset has 3 cuplicate rows

Figure 6.2 — Data Profiling Report - Overview section for Iris dataset. (a) Warning information
regarding petal_width column high correlation with petal_lenght. That is the reason why one
variable appears in Rejected status on the Variable Types breakdown.
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Tim realizes the petal columns are highly correlated with each other, as indicated
in Figure 6.2-a. Even though Tim has previously generated the covariance and correlation
matrix, when he was executing his initial set of Python code, he still considers challenging to
observe the relation between two variables just by looking at the output with plain text. After
all, he confirms this information also while seeing the visualization for Correlation Coefficient.

Next, by evaluating the Relation Matrix visualization (Figure 6.3), two new thoughts
arise regarding the group of Iris Setosa. First, there is a point close to zero that differs from
most of the other values on the same species, which may indicate an outlier. Second, flowers
from Setosa are well separated from the other two classes, while Versicolor and Virginica
are overlapping, which may cause some uncertainty during the classification process.
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Setosa points
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Setosa points

Figure 6.3 — Relation Matrix: pairplot to visualize the similarities and differences between
the species.

After completing this initial data exploration and get familiarized with the original Iris
dataset details, Tim is now interested in evaluating the impacts of different preprocessing
strategies. Mainly, he wants to investigate the possibility of data transformation for missing
values. For that, he creates a new dirty dataset for Iris considering the following rules:

a Duplicate the first 12 instances from each class (total number of rows increased to
186).

b For this set of duplicated instances, two values were replaced by blank for each vari-
able, i.e., a total of 24 missing values were introduced (8 instances per class). It
represents an addition of 16% missing values when considering each class, or 2.6%
of missing values when considering the total number of records (186 rows * 5 columns
= 930 records).
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¢ For the remaining duplicated instances (4 per class), 1 value of each variable is re-
placed by a value eight times higher than the current one, i.e., where it is 3.5 should
be changed to 28. It represents an addition of 8% of outliers.

d Only one value by instance (row) is replaced at a time for the changes (b) and (c). Also,
the changes followed a sequential order, starting with the first new duplicated instance.

e Additional missing values were added to the columns sepal_length and sepal_width
in the first original rows. In the end, the total amount of missing values in the entire
dataset is 10.6%.

Considering this new dirty dataset, Tim performs the same sequence of analysis
described for the original Iris Dataset. Additionally, he explores the Missing Values section,
which was not observed earlier since the original dataset was clean of data issues. The
nullity matrix for the new dirty dataset is presented in Figure 6.4. Also, in this new round,
he notices how even a small percentage of outliers could cause a significant impact on the
overall visual understanding of the variables relationships. For example, he considers chal-
lenging to see the cluster of flowers species in the new dirty dataset, as shown in Figure 6.5.

Figure 6.4 — Missing Values Matrix with the dirty dataset for Iris.

[ e el gt

Figure 6.5 — Relation Matrix: pairplot to visualize the similarities and differences between
the species.
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In that case, Tim examines the details under the Variable section of the Data Pro-
filing Report. For instance, in Figure 6.6 is presented the information for sepal_length in
different ways, such as the percentage of missing values, histogram and boxplot to see the
distribution of values and identify the outliers. As a result, he can confirm the new distribution
of missing and extreme values of each variable.

| sepal_length 76 0% Ban] 7 ]
urr Horizontal Bar with 50 Boxplot
Missing Values %

Siatistics Histogram Common Values Extreme Values Box Plot

Quantile statistics Descriptive statistics

Minimum A4
B-th percentile

e Statistical

15 4
R Measures
95.th percentile 7 53 104
Maximum 536
Interquartile range 14
List of Extreme Values - Maximum 5 Values Histogram

vawe  gewnt  Freguency (%)

Figure 6.6 — Data Profiling Report - Variable section with detailed information for
sepal_length variable.

With the completion of his activities in understanding the data, Tim moves to the
second branch of his exercise. He is now interested in understanding the impacts of prepro-
cessing strategies for his classification problem, which is the subject of the next subsection.

6.1.2  Understanding the Impacts of Preprocessing

Tim uses the Preprocessing Profiling prototype to build a classification model for
the Iris problem and evaluate the quality of the results. He starts by creating a baseline
of the flowers classification using the original Iris dataset. Before proceeding with the dirty
Iris dataset evaluation, Tim is curious to evaluate four different combinations of variables
input in the classification model training. First, he considers all variables. Second, be-
yond the variable with the classifier (species) only two others are considered: sepal_length
and sepal_width. Third, three variables of the dataset: petal width, sepal length, and
sepal_width. Finally, he considers another combination of three variables: petal_lenght,
sepal_length, and sepal_width.
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In the Preprocessing Profiling prototype, the training and testing data are generated
with a constant percentage of distribution, but the rows (instances) are randomly selected
every execution. Then, considering the possible variation on the results, Tim runs three
times each combination and keeps the results for the round that presented a higher per-
centage on Accuracy metric. During this comparison, he confirms the previous observation
that petal_length and petal_width columns are highly correlated; consequently, there is no
significant impact on the classification results if he uses only one of these columns to train
his model. The classification results for these four rounds are shown in Figure 6.7.

Original Iris dataset, running the classification considering all variables
Classification Repon Cenfusion Matrix Class Prediction Emor Distribution Accuracy

- I s 95.6%
. I .
1

Original Iris dataset, running the classification considering two variables: sepal_width and sepal_length

Classification Report Confusion Matrix Class Prediction Emror Distribution Agcuracy

BEE | Bl RN

Original Iris dataset, running the classification considering three variables: petal_width, sepal_width, and sepal_length
ClassHication Report Gonfusion Matrix Glass Prediction Error Distribution Accuracy

B "

Original Iris dataset, running the classification considering three variables: petal_length, sepal_width, and sepal_length
Classification Report Confusion Matrix Class Pradiction Error Distribution Accuracy

B "=

Figure 6.7 — Preprocessing Profiling Report - Baseline results for the classification of Iris
original dataset.

o= 93.3%

Now, using the dirty Iris dataset, he moves to the evaluation of the possible impacts
caused by data transformations to handle the missing values. Five different strategies of data
imputation are performed. One removes all the rows that have at least one missing value,
and it is named as Baseline (no missing). Other replaces all missing values by zero, named
as Constant(=zero). A third and fourth replace missing values by mean and median values
computed based on all records on the same column, they are named as Mean and Median.
The last one replaces missing by the most frequent value in the corresponding column.
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Since Tim needs to inform only the dataset as input, running a couple of lines of
Python code, he performs multiple rounds using the different combinations of variables as
input. Also, he can save the HTML report files generated as the output of each round for
further reference. Figure 6.8 shows an overview of the classification results for the round
considering only the two variables related to sepal attributes.

Original Imputation Strategy
(no missing g) Baseline (no missin: g)| Constant (= zero) Mean Median Most Frequent
Accuracy

0.67 0.55 0.36 0.61 0.5
ot por dcs IEEERT SRR RIS T Vi | Set |
precision 1 054 065 082 046 083 079 037 057 025 035 043 083 045 065 071 039 0.69
recall 1 054 065 1 067 042/ 058 039 068 021 033 053 053 061 068 026 078 047
f1-score 1 054 065 09 055 056/ 067 038 062 023 034 048 065 052 067 038 052 056
support 15 13 a7 9 12 19 18 19 19 18 19 19 18 19 19 18 19

Class Prediction -
III ll T ET B |
ll =nl Il_ -l

Figure 6.8 — Preprocessing Profiling Report - Classification Results for different Missing
Values Imputation for Iris dataset with dirty data. The classes are identified as Set (blue) for
Iris Setosa, as Ver (orange) for Iris Versicolor, and Vir (green) for Iris Virginica.

Although the classification results varied in each round, Tim is still able to notice
differences among the imputation strategies for all rounds performed. For example, the class
of Iris Setosa was initially clear to classify. However, with the presence of data issues and
the need to perform imputation strategies, the classification results are negatively impacted.
Also, in the example of Figure 6.8, Tim observes a significant variation on the accuracy
metric for the Mean imputation strategy when compared to the others. With that, it is clear
to him the need of identifying outliers and removing them before continuing, or, for this
particular case, he could use the Median to avoid data with high magnitude to dominate
results.

Furthermore, while comparing the Flow of Classes visualization for different rounds,
he is able to observe two new situations that are not possible with the prior perspectives.
First, he notes that even for a classification resulting in the same accuracy, there is variation
in each group of classes being misclassified. For instance, when he runs a round of test
using the four variables (Figure 6.9-a), four imputation strategies present the same accuracy
percentage as a result (91.1%). However, he can notice a new flow of classes from actual
Class 2 (Versicolor) to predicted Class 3 (Virginica) during “Constant” and “Most Frequent”
Imputations. While for “Mean” and “Median” strategies, the misclassification occurrs only
from actual Class 3 (Virginica) to predicted Class 2 (Versicolor). Likewise, when observing
the results for another round, which considered only two variables (Figure 6.9-b), he can
notice even more variations among the possible combination flows. Second, he considers
essential to have different views for the same classification results, mainly when using a
dataset with data quality issues. Analyze the same information from different perspectives
can support a broader understanding.
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Results for Dirty Iris dataset with 4 columns as parameter to the Model
Actual Class D D T S (=] D D D D

Predicted
Class

I N D IS N W] N S S D D
Accuracy Baseline (without missing values) ~Constant imputation (= zero) Mean Imputation Median Imputation Most Frequent Imputation

Results for Dirty Iris dataset with 2 columns as parameter to the Model (sepal_length, sepal_width)
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53.6%
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Strategy 70.0%

Figure 6.9 — Preprocessing Profiling Report - Flow of Classes Visualization. Classification
results for different missing values imputation strategies for Iris dataset with dirty data.

In conclusion, Tim considers these insights a reinforcement of the importance in
exploring data transformation strategies, especially when dealing with data issues, before
moving to further phases in the VA, or any DM workflow. Beyond that, for any new data
analysis engagement, he now considers to combine it with the DM model evaluation during
the Preprocessing.

6.2 Use Case: Evaluating a Healhtcare Dataset

To proceed with this use case analysis, we looked into online repositories for datasets
that could be used in the scope of classification methods. Therefore, we selected a dataset
from the UCI Machine Learning Repository related to breast cancer screening method. The
dataset contains the discrimination of benign and malignant mammographic masses based
on BI-RADS attributes and the patient’s age [DGd]. Without any previous knowledge on the
dataset, we decided to start by running the Data Profiling Prototype to collect information
about the dataset and start the data understanding. In the next paragraphs, we are sharing
some details on this activity.

First, while reading the information available in the Overview section of the output
report, we could confirm the number of columns and rows (Figure 6.10-a), as well as the
distribution of variable types (Figure 6.10-b), predominantly numeric. Also, we could observe
the presence of missing values and the information of which character was used in the
original dataset to represent the not informed values (Figure 6.10-c). Additionally, in the
Warnings list (Figure 6.10-d), we could confirm which were the columns with missing values,
and a new highlight regarding the highly skewed distribution for one column. It is important
to notice the original dataset downloaded did not contain headers, and then the columns
appear named as numbers in this report.
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Overview

Dataset Info 6 961 Total size in memory
Average record $ize in memory
Columns Rows

Variables Types @ categorical

@  Boolean
N o O o o
DText (Unique) ©
@  Rejected ©
@unsupported

Missing Values Breakdown of Types
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Figure 6.10 — Data Profiling - Section Overview. Detail of the Mammographic Masses
dataset. (a) Dataset information with columns, rows, and the size of the dataset. (b) Vari-
able types distribution. (c) Missing values distribution and breakdown of types identified in
the dataset. (d) Warnings list.

After, we explored the Variables section. Figure 6.11 shows the information for
the first three variables in the dataset composed of 6 columns. The first variable, column
0, presented high positive Skewness. Then, we opened the details for this variable and
checked complementary information, seen in Figure 6.12. Subsequently, we were able to
notice a possible outlier value (55.0) as highlighted in Figure 6.12-b and c.

Variables

0 W% nm

Show detsils w

Viahou
Shaw details w

Figure 6.11 — Data Profiling - Section Variables. Detail on the first three columns of the
Mammographic Masses dataset.
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Figure 6.12 — Data Profiling - Section Variables. Detail of the first column of the Mam-
mographic Masses dataset. (a) Statistics for the variable. (b) Common Values in details
highlighting the value 55.0 with one occurrence. (c) Boxplot in details for the same variable.

We continued the dataset understanding by evaluating Missing Values section (Fig-
ure 6.13). We could observe the higher percentage of missing values in column 4 (7.9%) as
initially listed in the Warnings list (Figure 6.10-d). However, non-significant correlation with
these missing values and any pattern could be noted.

Missing Values @

PR WY P T e R T

Figure 6.13 — Data Profiling - Section Missing Values. Detail of nullity matrix of the Mammo-
graphic Masses dataset.
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Additionally, we observed the relationship between each pair of variables using the
Spearman’s rank correlation coefficient, as illustrated in Figure 6.14. With this visualization,
we saw a strong connection between column 2 and 3. This information could be useful in
case we need to remove columns to avoid potential bias in the classification.

Correlations @

Spearman

o - ™ m -

Figure 6.14 — Data Profiling - Section Correlations. Details of Spearman for Mammographic
Masses dataset.

As a final step, to confirm the previous observations, we consulted the documenta-
tion available for the Mammographic Masses dataset on the UCI Machine Learning Reposi-
tory website. In Table 6.1, we list the relation of the column in our report with their meaning
and the expected values for each variable.

Table 6.1 — List of attributes and respective descriptions for the Mammographic Masses
dataset.
Column Variable Name Description and Expected Values

0 BI-RADS 1 to 5 (ordinal, non-predictive).

1 Age patient’s age in years (integer).

2 Shape mass shape: round=1; oval=2; lobular=3; irregular=4 (nominal).

3 Margin mass margin: circumscribed=1; microlobulated=2; obscured=3;
ill-defined=4; spiculated=5 (nominal).

4 Density mass density: high=1; iso=2; low=3; fat-containing=4 (ordinal).

5 Severity benign=0 or malignant=1 (binominal, goal field).

Based on that, we were able to conclude: (a) For column 0, BI-RADS assessment,
the value “55.0” identified as a potential outlier, in fact, could be considered bad data since
the expected values were ranging from 1 to 5. According to the official dataset documenta-
tion, the values 0 and 6 were not expected, then we were initially considering them as noise.
However, later we confirmed BI-RADS assessment categories in the American College of
Radiology [ACR], and we confirmed that 0 means “Incomplete — Need Additional Imaging
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Evaluation and/or Prior Mammograms for Comparison” and 6 means “ Known Biopsy-Proven
Malignancy”. In any case, this variable should not be used as part of the classification model.
(b) Column 2, Shape, and 3, Margin, seemed to be highly correlated. However, there was
no indication in the official documentation for that. So, we continued considering both. (c)
Column 5, the only variable without missing values, corresponds to Severity, i.e., it contains
the class of each instance.

At this point, we completed the initial understanding of the dataset, and we decided
to move to the evaluation of the missing values imputation strategies. We used the entire
original dataset, except the column 0, BI-RADS.

We ran multiple comparison rounds using the Preprocessing Profile prototype. For
all rounds performed, we could observe some variation in the classification results. The
maximum variation in accuracy noted was 6.4% between Baseline and Mean imputation
strategies, as shown in Figure 6.15. Rather than evaluating the better imputation strategy
for this problem, our concerns remained in observe if the visual resources developed as
part of the Preprocessing Profile prototype helped to evaluate any possible impacts on the
different strategies.

Imputation Strategy

Baseline (no missing) | Constant (= zero) Mean Median Most Frequent
Accuracy 0.76 0.70 0.69 0.71 | 0.70
Metrics per class 1 0 1 0 1 0 1 0 1 0
precision| 0.72 0.78 0.75 0.67 0.75 0.65 OTT 0.66 0.73 0.68
recall| 0.76 0.76 0.63 0.78 0.59 0.80 0.61 0.81 0.65 0.75
f1-score| 0.74 077 0.68 0.72 0.66 0.72 0.68 0.73 0.69 0.71
support 115 135 147 142 147 142 147 142 147 142

Class Prediction

Error Distribution| . I I 2 I . I : I

Figure 6.15 — Preprocessing Profiling - Classification Results for different Missing Values
Imputation for Mammographic Masses dataset.

In addition to the classification results reports such as Confusion Matrix and Error
Distribution, we also used the visualization Flow of Classes in an attempt to find any pattern
for misclassification. An example of that is presented in Figure 6.16. Nevertheless, we could
not observe any significant insight for the dataset and the imputation strategies in use. The
other visualization planned for misclassification analysis, the Matrix of Nullity combined with
the information of the Class Prediction Error, could support us in this activity.
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Figure 6.16 — Preprocessing Profiling - Comparison of Classification Results for different
Missing Values Imputation for Mammographic Masses dataset. (a) Baseline, missing values
removed. (b) Mean Imputation.

6.3 Discussion and Limitations

During the Preprocessing Profiling Model validation we observed that our Model
can provide important resources to data analysts while performing the preprocessing activ-
ities, which answers our research question “How can we assist the preprocessing activities
with visualization techniques during a visual analytics workflow?”. An example within the
scope of data profiling is the understanding of the presence of outlier values while analyzing
the variables. As shown in Figure 6.6 and 6.12-c, by looking at the boxplot this understand-
ing is facilitated. Turning to the preprocessing strategies evaluation, we could compare the
classification results for multiple data transformation strategies at a glance. For example,
when showing the Classification Report and Confusion Matrix data combined with heatmap,
despite simple, it should improve the perception of the results.

Although most of the visualizations are simple, they still demonstrate more benefits
to understand the data when compared to viewing the plain text. Also, the simplicity should
favour the understanding, since it does not require a prior explanation as most of them are
already part of the culture of the data analysts. Even the visualizations that are bringing a
new perspective are designed to be as user-friendly as possible. For instance, the matrix of
nullity when using a scheme of colours, which white, or blank spaces, represents missing
and dark grey represents valid values, should not require significant efforts to be understood.

Additionally, through practicing on developed prototypes, three main advantages
can be mentioned. First, considering we have the dataset loaded in Python programming
environment, with one command line to import the library and another to call the report, we
can generate detailed and relevant information to support preprocessing activities by running
a couple of lines of code. Consequently, we are contributing to simplify the working proce-
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dures during the Preprocessing phase, that is a big concern since it is frequently reported
as the most laborious tasks. Second, as the reports present several metrics and visualiza-
tions by default, metrics that could be neglected by the data analyst due to unawareness,
difficulties in applying, or limitation of time, can now be incorporated as part of their anal-
ysis. Finally, this detailed information about the dataset and data preparation can be used
as metadata for preprocessing. Thus, it can be added to the data mining project documen-
tation, helping to build the principle of transparency on activities performed as part of the
Preprocessing phase, which is aligned to initiatives such as the European Union General
Data Protection Regulation [Com].

Regarding the limitations of the Preprocessing Profiling Model validation, we can
list three critical subjects. To begin, a variety of additional experiments could be added as
part of our Model validation. Even using the Iris dataset, that is good for the usage scenario
purposes, we could have generated different dirty versions as part of our comparison. For
example, one alternative could be to automatically introduce multiple patterns for missing
values, and later, without knowing which one was generated, trying to recognize the corre-
spondent pattern visually.

Furthermore, not all the planned features were implemented. Both prototypes still
require development enhancements to be thoroughly used as part of our Model validation.
Particularly to add more user interaction features, instead of presenting static reports and vi-
sualizations. As well as the scalability capacity to handle Big Data volumes needs attention,
in the same way as described during the Model’s Architecture presentation (Section 5.3).
Also, the coverage of additional DM problems and data quality issues. After that, we should
be able to evaluate the Preprocessing Profiling Model against more complex use case sce-
narios.

To conclude, although we built the Preprocessing Profiling Model on top of the re-
quirements obtained on the interviews with the data analysts, we did not validate it with them.
Thus, as remaining work, we intend to evaluate the Model using the prototypes developed
while conducting in-depth interviews or user-centred experiments with the participation of
domain experts in VA area and enterprise professionals in DM.
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7. CONCLUSION

In our study, we presented the results obtained from the interview process with
thirteen data analysts to understand their data analysis practices in data mining, how they
use visualization during the Preprocessing phase, and which features could support them
during this process. Also, we described in details the methodology used for data collection
and the process to derive the ten insights, the most significant outcome of this process.

Based on the list of insights and the review of the related works, we proposed
the Preprocessing Profiling Model for Visual Analytics. Next, we explained the Architecture
of our Model with a list of features to be contemplated during the implementation of new
solutions in this scope. Moreover, we presented the design of a prototype solution that was
used as proof of concept during the Model validation in two different usage scenarios.

The main contributions as part of our study can be summarized as following:

» The introduction of the Preprocessing Profiling Model as an alternative to support the
data analysts during the Preprocessing phase. By enabling better methods for data
understanding and evaluation of preprocessing impacts, it promotes the quality of the
data and the decision making on data preparation strategies.

» The organization of the challenges and opportunities identified during our analysis of
the interviews, which resulted in a list of ten insights. This list of insights was compared
with the closest related works, improving the reliability of our findings, and, at the same
time, encouraging the discussion about uncovered considerations. Even though some
insights appeared in previous studies, an in-depth analysis of the related works was
necessary to identify and relate their findings to our final list of insights.

» The summarization of practical items to be considered during the planning and devel-
opment phases of new visualization solutions, aiming to lower the barriers to adopt
visualization as part of any data mining workflow. Ultimately, this study contributes as
a source of requirements to fill the visualization gap during the data understanding,
exploration, and preparation in early phases.

As a future work, we plan three main items. To begin, (a) append to the list of ten
insights a detailed indication of the visualization techniques that can be associated with each
insight. Next, (b) continue the development of the Preprocessing Profiling Model prototypes.
For Data Profiling, the visualizations concerned with missing values, and for Preprocessing
Profiling, the visualizations related to the understanding of misclassification patterns result-
ing from the different data transformation strategies. To conclude, (c) evaluate the Prepro-
cessing Profiling Model using the prototypes developed while conducting in-depth interviews,
or user-centred experiments, with the participation of domain experts.
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APPENDIX A — VISUALIZATON TECHNIQUES
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Figure A.1 — Example of visualizaton techniques used in studies on visual data explo-
ration: (a) Boxplot [Ora]; (b) Matrix with Dense Pixel [KKA95]; (c) Radial Graph combined
with Histogram [AHH*14]; (d) Heatmap combined with Line chart [WFW*17]; (e) Scatterplot
combined with Glyphs [KPB14]; (f) Sankey [ACF*16]; (g) Scatterplot [WMA*16]; (h) Parallel
Coordinates [BGV16]; (i) Treemap [KPS16].
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APPENDIX B — INTERVIEW PROCESS: QUESTIONNAIRE

Data collection instrument developed to guide semi-structured interview.
Part 1 - Questions to map the participant profile.

What is your Work Location (Country / City)?

What is your Gender/Sex?

What is your Age?

What is your Education? Which Area?

Place of work?

Which area/department?

What is your official title/role in this organization?

How much time of experience in the area of technology?

© OO N o g s~ b~

How much experience with preparation and/or preprocessing of data?

Given your most recent data analysis, please answer the following questions.
Part 2 - Questions to identify the data profile.

10. What are the sources of this data?

11. What is the format of this data?

12. What types of data were used?

13. What is the volume?

Part 3 - Questions to identify the process involved in data analysis.

14. What are the main activities / tasks performed in the data analysis process?

For this question three workflow examples were introduced as described in Fig-

15. Which of these activities (mentioned in question 14) do you consider need to

invest more time and/or have more difficulties to achieve? Why?

16. What strategies/techniques have been used for data mining and/or machine

learning?

For this question five examples were introduced: Anomaly Detection, Clustering

or Association Analysis, Classification, Regression, Dimensionality Reduction, and others-
please list.

17. Development environment / technology / platform.

For this question 18 examples were introduced: Java, Python, R, Scala, SQL,

Weka, Orange, Jupyter Notebook, KNIME, Databricks, Dataiku, IBM/SPSS, SAS, Rapid-
Miner, Alteryx, Anaconda, H20.ai, Teradata, and others.
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Part 4 - Questions to identify data preparation and/or preprocessing activities. 18.
How did you prepare and/or preprocess this data before transforming it or running any ML
algorithms?

19. Do you use any tools to assist you in the preparation and/or preprocessing of
data?

[YES] Which ones? What is the purpose of each? Why were they chosen?
[NO] Have you used any?

[YES] Why did you stop?

[NO] Why do not you use it?

20. What are the biggest challenges (or recurrent problems) faced during the data
preparation process?

21. What are the key data quality issues faced during the preparation process?

For this question 6 examples were introduced: Missing-Missing Record, Missing-
Missing Value (Null/Empty), Inconsistent-Measurement Units, Inconsistent-Ambiguous data,
Inconsistent-Misspelling, Incorrect-Duplicated, Incorrect-Outliers (Non-standard data), and
others-please list what else

Part 5 - Questions related to how they visualize the data quality issues and to
identify visualization techniques used.

22. Considering the following problems (listed be same as in question 21), what is
important to understand to identify the problem? How do you visualize / perceive if they are
present?

23. Does the tool you have use during the preparation or preprocessing of the data
provide some visualization technique to support the interpretation of the data?

[YES] What would they be? Which ones do you use? Why?

24. In your opinion, what types of analysis should the visualization tool support in
data preparation activities?

25. Is there any additional visualization technique that you think might support this
process?

As a wrap up question, the participants were instigated to answer which are the
features they would consider as part of their wishlist.



APPENDIX C — INTERVIEW PROCESS: CONSENT FORM

TERMO DE CONSENTIMENTO LIVRE E ESCLARECIDO (TCLE)

Nés, Alessandra Maciel Paz Milani (aluna de mestrado) e Isabel Harb Manssour (professora
orientadora), responsaveis pela pesquisa técnicas de visualizagdo para entender e analisar conjuntos
de dados, estamos fazendo um convite para vocé participar como voluntario nesse estudo.

Esta pesquisa pretende desenvolver um modelo de visualizacdo de dados para auxiliar na exploracdo
de dados durante a fase de pré-processamento da descoberta do conhecimento em banco de dados.
Para isso precisamos mapear atividades e recursos de visualizagdo de dados utilizados durante esse
processo e a avaliagdo do modelo proposto. Ndo ha beneficios a curto prazo para os participantes
dessa pesquisa, contudo, ao término desse estudo sdo esperadas duas contribui¢des principais:
otimizag3do das tarefas de preparag¢do dos dados e diminuigdo de problemas com a qualidade dos dados
durante sua preparagdo e transformacdo.

Para a coleta dos dados poderdo ser utilizadas diferentes técnicas, tais como: entrevista seguindo
roteiro semiestruturado e observa¢do do desenvolvimento das atividades pré-estabelecidas no
sistema sob analise. Entendemos que ha riscos minimos durante essas atividades como: divulgagdo de
dados confidenciais (quebra de sigilo) e desconforto ou constrangimento durante gravagées de dudio
e/ou video. Lembrando que o objetivo deste estudo ndo é avaliar o participante, mas, sim, avaliar os
processos de trabalho e o sistema computacional que o participante estard usando durante o teste. O
uso que se faz dos registros efetuados durante o teste é estritamente limitado a atividades académicas
e buscaremos garantir seu anonimato e confidencialidade.

Outras informagdes importantes:

e Asinformagdes desta pesquisa serdo confidencias, e serdo divulgadas apenas em eventos ou
publicagdes cientificas, ndo havendo identificacdo dos participantes, a ndo ser entre os
responsaveis pelo estudo, sendo assegurado o sigilo sobre sua participagdo.

e Vocé tem garantido o seu direito de ndo aceitar participar ou de retirar sua permissdo, a
qualquer momento, sem nenhum tipo de prejuizo ou retaliagdo, pela sua decisdo.

e Vocé tem direito ao ressarcimento das despesas diretamente decorrentes de sua participagdo
na pesquisa, como custo de transporte para deslocamento e/ou lanche.

e Ao assinar este termo de consentimento, vocé ndo abre mdo de nenhum direito legal que teria
de outra forma.

e Somente assine este termo de consentimento a menos que tenha tido a oportunidade de fazer
perguntas e tenha recebido respostas satisfatorias para suas duvidas.

e Se vocé concordar em participar deste estudo, vocé rubricard todas as paginas e assinara e
datard duas vias originais deste termo de consentimento. Vocé recebera uma das vias para
seus registros e a outra sera arquivada pelo responsavel pelo estudo.

e Durante todo o periodo da pesquisa vocé tem o direito de esclarecer qualquer duvida ou pedir
qualquer outro esclarecimento, bastando para isso entrar em contato com:

o Alessandra —telefone (51) 98415-1686; e-mail alessandra.paz@acad.pucrs.br
o Isabel —telefone (51) 99955-4948; e-mail isabel.massour@pucrs.br

e Caso vocé tenha qualquer duvida quanto aos seus direitos como participante de pesquisa,
entre em contato com Comité de Etica em Pesquisa da Pontificia Universidade Catdlica do Rio
Grande do Sul (CEP-PUCRS) em (51) 33203345, Av. Ipiranga, 6681/prédio 50, sala 703, Porto
Alegre — RS, e-mail: cep@pucrs.br, de segunda a sexta-feira das 8h as 12h e das 13h30 as 17h.
O CEP é um 6rgdo independente constituido de profissionais das diferentes areas do
conhecimento e membros da comunidade. Sua responsabilidade é garantir a prote¢do dos
direitos, a seguranca e o bem-estar dos participantes por meio da revisdo e da aprovagdo do
estudo, entre outras acGes.

Rubrica do participante Rubrica dos pesquisadores responsaveis

Figure C.1 — Consent form used on the interview study - page 1 of 2.
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Eu,

,apds a leitura

deste documento e de ter tido a oportunidade de conversar com o pesquisador responsavel,
para esclarecer todas as minhas duvidas, acredito estar suficientemente informado, ficando
claro para mim que minha participagdo é voluntaria e que posso retirar este consentimento a
qualquer momento sem penalidades ou perda de qualquer beneficio. Estou ciente também
dos objetivos da pesquisa, dos procedimentos aos quais serei submetido, dos possiveis danos
ou riscos deles provenientes e da garantia de confidencialidade e esclarecimentos sempre que

desejar.

Diante do exposto expresso minha concordancia de espontanea vontade em participar

deste estudo.

Assinatura do participante da pesquisa

Assinatura de uma testemunha

DECLARAGAO DO PROFISSIONAL QUE OBTEVE O CONSENTIMENTO

Expliquei integralmente este estudo ao participante. Na minha opinido e na opinido do
participante, houve acesso suficiente as informagdes, incluindo riscos e beneficios, para que

uma decisdo consciente seja tomada.

Data:

ACAOIOLQUIOCH ~[/”7\

M
MK Yoo e

“Alessandra Maciel Paz Milani’
Aluna de Mestrado em Ciéncia da Computagéo
PPGCC - Escola Politécnica

Isabel Harb Manssour
Professora do PPGCC - Escola Politécnica

Figure C.2 — Consent form used on the interview study - page 2 of 2
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Table D.1 — List of the main technologies used for the prototype development.

Name Scope Available on Data Profiling Preprocessing Profil-
ing

python Programming Environment https://www.python.org/ 3.7.4 3.7.4

pandas Python - Dataset manipulation https://pandas.pydata.org/ 0.23.4 0.23.4

numpy Python - Scientific Computing https://numpy.org/ 1.15.4 1.15.4

matplotlib Python - Visualization - multiple charts https://matplotlib.org/2.1.2/index.html 3.0.2 3.0.2

missingno Python - Visualization - Missing values https://github.com/ResidentMario/missingno 0.4.2 Custom version

jinja2 Python - Template management http://jinja.pocoo.org/docs/2.10/ 2.10.0 2.10.0

sklearn Python - Machine learning algorithm https://scikit-learn.org/stable/ - 0.21.2

yellowbrick  Python - Visualization - ML (sklearn) https://www.scikit-yb.org/en/latest/ - 0.9.1

six Python - Compatibility https://pypi.org/project/six/ 1.12.0 -

d3 Javascript - Visualization - Multiple charts https://d3js.org/ 5.9.7 5.9.7

d3 array Javascript - Visualization https://github.com/d3/d3- array - 1.2.4

d3 path Javascript - Visualization https://github.com/d3/d3-path - 1.0.7

d3 shape Javascript - Visualization https://github.com/d3/d3-shape - 1.35

d3 sankey Javascript - Visualization - Sankey chart https://github.com/d3/d3-sankey - 0.12.1

jquery Web - Front end tool https://jquery.com/ 3.4.1 3.4.1

bootstrap Web - Front end tool https://getbootstrap.com/ 3.3.6 3.3.6



https://www.python.org/
https://pandas.pydata.org/
https://numpy.org/
https://matplotlib.org/2.1.2/index.html
https://github.com/ResidentMario/missingno
http://jinja.pocoo.org/docs/2.10/
https://scikit-learn.org/stable/
https://www.scikit-yb.org/en/latest/
https://pypi.org/project/six/
https://d3js.org/
https://github.com/d3/d3-array
https://github.com/d3/d3-path
https://github.com/d3/d3-shape
https://github.com/d3/d3-sankey
https://jquery.com/
https://getbootstrap.com/
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