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1. INTRODUCTION

Regulations are often applied to social members in a society in order to minimize conflicting behaviors [9]. Such regulations, also known as social norms, define expected behaviors for society members [7] and help ensure that individuals act in socially acceptable behavior. Besides regulating entire societies, social norms are also used to regulate interactions in smaller groups, and are often present in social relationships involving agreements over products and services. A common way to formalize sets of norms applied to a certain agreement is through contracts [8]. In human societies, contracts are semi-structured documents written in natural language, which are used in almost every existing formal agreement. Contracts define the parties involved in the agreement, their relations, and the behavior expected of each party within clauses. When written in natural language, contracts may use imprecise and possibly vague language to define parties, obligations and objects of its clauses, leading to inconsistencies. Such inconsistencies may create, in the long run, unforeseen legal problems for one or more of the involved parties. To identify and solve such conflicts and inconsistencies, the contract maker needs to read the entire contract and identify each conflicting pair of norms. As contracts may have a large number norms, the identification of norm conflicts by human beings takes substantial effort and tends to be error-prone.

We address the problem of identifying and quantifying potential normative conflicts between natural language contract clauses [1]. Our main contributions consist of an approach based on deep learning to address the problem of identifying potential normative conflicts between natural language contract clauses, as well as the corpus containing normative conflicts [2] using to train the classifiers involved. We process raw text from contracts and identify their norms. Then, we train a convolutional neural network to classify norm pairs as conflict or non-conflict. We evaluate our approach using a dataset of contracts in which conflicts have been deliberately but randomly introduced between the norms, obtaining an accuracy of 95% in conflict identification.

2. CONFLICT DETECTION APPROACH

Our approach to identify potential conflicts between norms in contracts is divided into two phases. In the first one, we identify norms within contractual sentences by training a support vector machines using a manually annotated dataset. In the second part, we classify norm pairs as conflict or non-conflict using a convolutional neural networks (CNN). Figure 1 illustrates the architecture of our approach.

Figure 1: Architecture of the norm conflict identifier

2.1 Norm Identification

The first step towards norm conflict identification is to identify which sentences in a contract contain deontic statements (norms). For this task we consider contract sentences to be of two exclusive types: norm sentences and non-norm sentences. In order to separate norm sentences from the rest of the contract text, we train a classifier based on Support Vector Machines (SVM) using a manually annotated dataset. We created the dataset using real contracts extracted from the onecle website specifically contracts of the manufacturing domain. We manually annotated the sentences in each contract as being either norm or non-norm, resulting in a set of 699 norm sentences and 494 non-norm sentences from a total of 22 contracts, which we use as both train and test sets, described in Section 3.1.

1http://contracts.onecle.com/
2http://contracts.onecle.com/type/47.shtml
2.2 Norm Conflict Identification

In order to identify norm conflicts, we use the concepts introduced by Sadat-Akhavi [11]. Sadat-Akhavi identifies three main types of conflicts, they are: Permission × Obligation; Permission × Prohibition; and Obligation × Prohibition. We base our conflict identification following these three conflict types in addition to the first and second causes of norm conflict defined by Sadat-Akhavi. Thus, we consider norm conflicts to be: 1) a pair of norms with different deontic concepts applied to the same actions and same parties; and 2) a Pair of norms where the obliged action of one is either prohibited or permitted in another.

The key challenge in processing text using CNNs is to generate a representation suitable for the matrix-format input required for the convolutional layers. We propose a binary matrix to represent pair of norms based on recent work from Zhang and LeCun [12] and Kim [6]. Conflicting norms tend to be very similar in that usually both norms refer to the same party with similar actions, and only the modal tone of the sentence differs. Consequently, we rely on training examples that consist of binary images created from each pair of norms denoting the distance between these norms. Thus, we create a pair-of-norms representation using a matrix to denote similar characters in each norm. Given two norms $\alpha$ and $\beta$, our matrix consists of the characters from $\alpha$ in its lines and the characters from $\beta$ in its columns. Given a cell $\{i, j\}$, we assign 1 to it when the $i^{th}$ character of $\alpha$ is equal to the $j^{th}$ character of $\beta$ and 0 otherwise. We limit the lengths of both norms to 200 characters, which is the mean length of norms from our dataset and truncate overlong sentences. Truncation has no noticeable effect in accuracy in our experiments. Using this representation, we train a CNN to generate a model to classify norm pairs as norm conflicts and non-norm conflicts.

Given a lack of corpora with real contract conflicts, we created a dataset with semi-automatically generated norm conflicts from a set of real norms as a basis. We developed a system for human users to insert conflicts randomly in a contract, while still maintaining language syntactic correctness. To create conflicts, we relied on the assistance of two volunteers each of which was responsible for inserting two different types of conflict. We asked the first volunteer to insert conflicts that have only differences in the modal verb, e.g. changing an obligation modal verb (‘must’) for a permission one (‘may’). This volunteer created 94 conflicts in 10 different contracts. We asked the second volunteer to insert conflicts that contain deontic conflicts and modifications in the norm actions. This volunteer created 17 conflicts in 6 different contracts.

3. RESULTS

3.1 Sentence Classifier

To evaluate our sentence classifier, we divided our manually annotated dataset into train and test set. We use a 80/20 division, which results in 954 sentences in the train set and 238 sentences in the test set. Both sets are balanced according to the number of elements in each class, i.e., 559 norm sentences and 395 non-norm sentences in the train set, and 139 norm sentences and 98 non-norm sentences in the test set. To compare the SVM with other linear models, we test the same dataset with two other classifiers: Perceptron and Passive Aggressive. Perceptron is a well-known linear model, which can be better explained as a neuron in a neural network [10]. It processes the input by multiplying it using a set of weights. The result goes to an activation function, which defines the input class. Passive Aggressive [3] is a linear model that has its name based on its weight update rule that in each round can be passive, when the hinge-loss result of its update is zero and aggressive, when it is a positive number. Table 1 shows the results for each classifier.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Prec.</th>
<th>Rec.</th>
<th>F-Score</th>
<th>ACC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceptron</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>Pass. Agr.</td>
<td>0.92</td>
<td>0.88</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>SVM</td>
<td>0.88</td>
<td>0.94</td>
<td>0.91</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 1: Results for sentence classifier

As we can see, SVM has the best result for the task with an accuracy of 90%. The passive aggressive algorithm has similar accuracy and the best precision in comparison to the others. However, since SVM obtains a better F-Score result, we use it as our sentence classifier.

3.2 Norm Conflict Identifier

To evaluate the norm conflict identifier, we divided our dataset into train, validation, and test set. Since we have a total of 104 norm pairs with conflicting norms and 204,433 norm pairs conflict-free, the first step is to create a balanced dataset. Thus, we reduce the number of non-conflict norm pairs to 104, which gives us a total of 208 samples. We divide this dataset by separating 80% to train, 10% to validation, and 10% to test. Each set has a balanced number of elements from each class.

We perform a 6-epoch training, testing each epoch using the validation set. After training, we use the model with the best result during training to classify the test set. As result, we got 95% of accuracy in the test set, which, in absolute terms, means we correctly classified 19 out of 20 norm pairs.

4. CONCLUSION AND FUTURE WORK

In this work, we propose a two-phase approach to identify potential conflicts between norms in contracts. Our main contributions are: a dataset with manually annotated norms and non-norm sentences from real contracts [2], a machine learning model to classify contractual sentences as norm and non-norm; a manually annotated dataset with contracts containing conflicts between norms; and a deep learning model to classify norm pairs as conflict and non-conflict. We evaluate both models and we get an accuracy of 90% to the sentence classifier and 95% to the norm conflict identifier.

As future work, we aim to implement two approaches. First, we aim to make a pre-processing step in the norm conflict identification to identify elements that may improve the detection of conflicts, such as temporal information. Second, to fairly compare our results with the work proposed by Fenech et al. [6], we aim to create an approach to translate natural language to CL (contract language) [4] and use a logical verification approach such as CLAN to find conflicts.
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