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I. INTRODUCTION AND RELATED WORK

During the process of creating a digital circuit deemed for FPGA implementation, the verification step is fundamental for the correct development of the system. The main verification alternatives include simulation, prototyping and emulation. Simulation of large digital circuits can take a very long time, yet they present the best observability and controllability figures for the design under verification (DUV). Prototyping, on the other hand, provides a much higher verification speed when compared to simulation, but observability is small. The emulation technique combines the qualities of both simulation and prototyping approaches: very good observability and controllability characteristics together with verification speed.

Examples of tools to accelerate the simulation process include Veloce [1] and Palladium [2] products. Both significantly increase simulation speed compared to RTL level software simulation. Their disadvantage is their cost, making acquisition feasible only for large corporations. FPGA vendors offer proprietary tools to reduce the verification time. The Chipscope Analyzer [3] from Xilinx probes internal signals of the design inside an FPGA, enabling the visualization of results as in logic analyzers devices. The advantages of Chipscope are the evaluation of the DUV at-speed and the possibility to observe part of the internal state of the DUV using programmable triggers. On the other hand, Chipscope uses many FPGA resources (RAM memory blocks) to store the observed signals, being the maximum amount of sampled signals a function of available memory blocks. A second tool, iSim [4], integrates simulation with prototyping. The goal is to select one module of the design to be emulated in FPGAs. The advantages of this approach are the reduced verification time and the integration with a logic simulator. The main limitation of iSim is that only one instance of the design can be selected for emulation, and it cannot be the top-level of the DUV. The emulation approach (e.g. iSim), compared to prototyping (e.g. Chipscope), does not enable at-speed verification, since the host alone controls the DUV clock.

Chuang et al. [5] propose an approach for providing full signal visibility for functional debugging on an FPGA. The idea is to record the FPGA internal behavior and replay the period of interest in a software simulator. With this method, the Authors obtain high simulation speed because most of the simulation effort finishes in the FPGA. They also propose an optimization algorithm that minimizes the amount of recorded data, thus reducing hardware overhead. Tan et al. [6] propose a generic design flow for the emulation of networks-on-chip (NoCs) on FPGA platforms. The design flow builds the emulation architecture based on the specific NoC architecture, the type of emulation and the routing algorithm. The whole emulation architecture is designed in a hierarchical synthesizable VHDL description, being FPGA independent. This work enables to emulating a particular type of digital circuit, NoCs, to achieve speedup compared to RTL simulation. Evaluated performance parameters include latency and throughput. The observability of the NoC internal signals is not an issue of the proposed work.

The main goal of the present work is presenting the development of a generic FPGA emulation framework. Its main features comprise: (i) low intrusiveness, does not requiring to include hard IPs in the DUV; (ii) high
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observability: it is possible to observe any signal of the DUV just as in a software simulation; (iii) controllability, i.e., stimuli are obtained from the host responsible to control the emulation process, being possible to inject any input pattern; (iv) generic, any digital circuit may, in principle, be emulated; (v) FPGA vendor independent. The limitations of the proposed emulation framework include verification with a clock frequency defined by the host (natural limitation of the simulation technique) and supporting (so far) only one clock domain for the entire DUV. The Authors did not identify in the literature a generic emulation framework as the one proposed herein. Vendor tools, as iSim, may present similar features as our work, except for the observability figures.

II. EMULATOR FRAMEWORK

The proposed emulation framework contains hardware and software parts, as Figure 1 illustrates. The hardware part contains the emulated DUV and additional communication logic with a host computer. The host computer sends/receives data to/from the DUV, and displays the emulation results in a graphical interface (in our case the freeware GTKwave).

The software running in the host computer has additional functionalities, as will be explained in Section IV. Relevant functionalities comprise: (i) create the hardware description of the system, with the signals to observe, according to the designer specification; (ii) generate the hardware bitstream; (iii) communicate with the prototyping board. The hardware part contains three layers: (i) communication layer; (ii) adaptation layer; (iii) DUV layer. The communication layer (CL) contains an MII Ethernet interface, which communicates with the external world. A MAC hard IP is supposed to exist in the FPGA. As many FPGAs have such modules available, this is not considered a limitation of the framework. The CL is connected to the MAC IP, implementing the link, IP and transport layers. The CL also implements the DHCP protocol that enables to connect the FPGA directly to an Internet network. A modified version of the UDP protocol was developed, including in the packets a sequence number and CRC in the payload, to enhance robustness of the UDP protocol. A previous version of the emulation framework adopted a PCIe interface. Such interface is less flexible, since it requires dedicated platforms, and it is not as universal as Ethernet connections. For such reasons the Ethernet interface was finally adopted. The second layer, named adaptation layer, is responsible for: (i) adapting the incoming/outcoming data to the format used in the DUV layer (32 bits); (ii) synchronizing the data flow between the DUV and communication layers. The first and second layers are DUV independent. Their area is 1,115 Slices, 1,974 FFs, and 9 BRAMS. For the FPGA of our experiments, Xilinx Virtex5 XC5VLX330T, this represents an area overhead of 2.1%.

III. THE DUV LAYER

The DUV layer contains the instantiation of the DUV itself, and a wrapper logic, responsible for controlling the insertion of stimuli, transmission of the computed data, and for the DUV clock generation. Figure 2 illustrates the DUV layer architecture. Each primary input of the DUV connects to a scan-chain cell, which enables to select a signal incoming from the external world (FPGA pin) or from the adaptation layer. The scan-chain cells are grouped in sets of 32 cells. In this way, during the stimuli load from the adaptation layer, at each clock cycle it is possible to store the value of 32 inputs. Consider for example that the DUV has 420 inputs. It is necessary to insert 14 sets of scan-chain cells, and therefore 14 clock cycles are needed to store all 420 input signal values.

The primary outputs and selected internal nodes are also connected to scan-chain cells, grouped in 32-bit sets. These scan-chains are built using a master-slave architecture. At the end of one DUV clock cycle the computed values are stored in the master flip-flop of each scan-chain cell. Then, in subsequent clock cycles these values are shifted to the adaptation layer through the slave stages.

Figure 3 details the DUV clock generation process. The first event (‘1’ in the Figure) corresponds to the load of new patterns in the input scan-chains, as well as the storage of the computed values in the output scan-chains. The duration of this step, in system clock (ckT) cycles, is a function of the number of input or output scan-chain sets. Next, the
adaptation layer enables the raising edge of the DUV clock (ckDUV), event ‘2’. The DUV clock stays active during a parameterizable number of system clock cycles. This enables to emulate the DUV in a frequency slower than the system clock. The last event, ‘4’, disables the DUV clock. This sequence of events (1-2-3-4) repeats for each input stimulus.

Figure 3 – System (ckT), DUV clocks (ckDUV), and chain of control events.

Such architecture can be applied to any digital circuit (limited to one clock domain), ensuring:

i. small intrusiveness, the DUV is not modified, requiring only to “promote” internal signals to the DUV top level (this process is more detailed in the next Section);

ii. observability, any internal DUV signal can be observed;

iii. controllability, as the emulation can be controlled on a clock by clock basis, it is possible to insert any stimuli sequence in the DUV.

A dedicated scan-chain library (input and output cells) was developed using Xilinx macros (pre-synthesized blocks) to achieve small area overhead. Note that the critical path of the DUV is not modified, since no logic is added.

IV. THE EMULATION FLOW

Figure 4 presents the emulation flow, which can be divided in 4 main steps: (i) select the signals to observe; (ii) stimuli and bitstream generation; (iii) emulation; (iv) results verification.

B. Stimuli and bitstream generation

The DUV description and the list of signals to observe are inputs to iTool (Integration Tool), ‘3’ in Figure 4, developed in the scope of the present work. iTool manages a set of tools and scripts. At this step of the flow, iTool is responsible for:

1) “Promoting” the internal signals of the DUV to the output scan-chains, and integrating the DUV with the scan-chains, adaptation layer, and communication layer. The “promotion” of internal signals corresponds to add each observed signal as output, up to the DUV top level, adding the suffix annotated_<instance name>_name for each observed signal, as shown in Figure 6.

2) Create a synthesis script and invoke Xilinx synthesis tools. The adaptation layer and communication layer have area and timing constraints to guarantee these pieces of logic do not interfere in the DUV logic. The result is the FPGA bitstream for emulation (‘4’ in Figure 4).

3) Create a file with the stimuli to send to the FPGA (number ‘5’ in Figure 4). This file contains configuration commands, such as the definition of the length of input and output scan-chains and the number of clock cycles the DUV clock should stay high, as well as payload data. The payload data corresponds to the inputs to send to the DUV at every clock cycle. Such inputs may be obtained from the DUV test bench, or through any other available method of input generation such as the use of dedicated traffic generators. The present implementation adopted the first option, for the sake of simplicity.

C. Emulation

Once the FPGA is configured, iTool controls the emulation process. It sends Ethernet packets to the FPGA (‘6’ and ‘7’ in Figure 4), storing incoming Ethernet packets from the FPGA in the “emulation results” file (‘8’ in Figure 4). The process works as follows: (i) iTool reads one line of the stimuli file; (ii) transmits the stimulus to the FPGA; (iii) waits the processed data, verifying its sequence number and CRC. This process repeats for every stimulus. An ongoing work is to improve the performance of the emulation process, enabling iTool to transmit a parameterizable number of stimuli to the FPGA in bursts.

D. Results Verification

The last step is result analysis. Here, observed signals are analyzed as waveforms using GTKwave (‘9’ in Figure 4). These waveforms are generated converting the “emulation results” file to a VCD file.
V. RESULTS

Figure 7 exhibits some details of the interaction between the adaptation layer and the DUV layer. Event 1 signals a new available stimulus for the DUV. Event 2 corresponds to the reception of 4 8-bit words, which are transferred as a single 32-bit word to the DUV layer. Event 3 signals to the input scan-chain cells the arrival of a new pattern. Event 4 corresponds to the activation of the DUV clock for 8 system clock cycles. Next, Event 5 marks that the computed data is shifted into the adaptation layer. In Event 6 the adaptation layer signals to the communication layer a new result to be transmitted to the host computer.

Figure 7 – Simulation showing the interaction between the adaptation layer and the DUV layer.

The emulator framework was validated using small (adders, multipliers, square root) to medium size DUVs. As an example of emulated medium size DUV is a 2x2 mesh topology network-on-chip. This DUV occupies 394 slices and 508 flip-flops. Table I compares the simulation and emulation time for the 2x2 mesh network-on-chip. For a small number of stimuli (up to 40,000) emulation is faster than simulation. However, for a large evaluation time, the emulation is slower than the simulation. This fact is due to the communication protocol adopted in the present implementation: the host sends one stimulus and waits for the answer from the FPGA. This issue is under optimization, with the host computer sending a set of stimuli at each data transmission. Note that it is not included in the emulation time the logical and physical synthesis, which can also be time-consuming. As this is done just once, and next different stimuli sets may be applied to validate the DUV, this time was not included.

Despite the fact that it is generally expected that an emulation environment accelerate the verification process, other advantages of an emulation environment need to be considered. First, emulation is definitely effective to detect errors impossible to uncover during the simulation. For example, incomplete sensitivity lists in processes, inferred latch that cause hardware mal-function, uninitialized signals, etc. The Authors consider that the current state of the proposed emulation framework is useful to debug several DUVs, simply by the fact that verification takes place directly in hardware.

VI. CONCLUSIONS

This work described a new emulation framework for the verification of digital systems in FPGAs. The prototype of the system is operational and provides enhanced controllability and observability figures compared to traditional approaches to FPGA emulation, like Xilinx Chipscope. The framework enables step by step (i.e. clock-by-clock) emulation and results are available immediately in the host control software, right after hardware execution of steps. The first prototype of the system has as main limitations: (i) the support to a single clock domain for the whole system; and (ii) low performance. These drawbacks were expected and derived from the initial framework specification, deemed as a proof of concept implementation. The framework is currently evolving to support any number of clock domains, which will become the end of the road to a truly generic framework to tackle the emulation of digital systems. Further work comprises the enhancement of the host-DUV interface to provide enhanced emulation speeds, by removing the limitation of sending a single set of input stimuli to the DUV at a time. The system is open-source and is available to non-profit use.
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