DIRECT NUMERICAL SIMULATION OF HYPERPYCNAL FLOWS IN OPEN-CHANNEL CONFIGURATION
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Abstract. This numerical study introduces an open-channel configuration for direct numerical simulation of gravitational flows. The methodology proposes a parametrized method for the initiation of gravity currents. Particle-laden flows are generated controlling the influx of sediment-water mixture into a computational domain. We reproduce a surge-like and a quasi-steady case. Results show the formation of refined turbulent structures and a destabilisation, at the head of the current, with the growth of lobe-and-cleft structures. General flow features such as sedimentation rate, suspended mass and deposit profiles are obtained. The wall friction velocity and flow deposit footprint are also computed. The quasi-steady current simulation shows a reasonable agreement with experimental results.
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1. INTRODUCTION

Gravity currents are natural phenomena triggered by fluids of different densities coming into contact with one another in a gravitational field. They occur naturally in both subaerial (e.g. air masses, pyroclastic flows, and avalanches), and subaqueous environments (e.g. turbidity currents, ocean flows and debris flows) (Simpson, 1999). Turbidity currents and submarine sediment flows redistribute more sediment across the surface of the Earth than any other sediment flow process (Talling et al., 2015). Amy et al. (2007) report turbidites (deposits from turbidity currents) mapped at more than 1,600 km off Morocco’s shore. As mentioned by Puig et al. (2014), even the passing of fisheries trawler ships can trigger turbidity currents.

Gravity currents are active topics of study in academia and industry. Many deep-water hydrocarbon reservoirs consist of its deposits. They can damage submarine structures (i.e., wellheads and pipelines) (Meiburg and Kneller, 2010). Recently, a catastrophic failure of a dam released up to 60 million cubic meters of iron waste, forming a highly-destructive hyperpycnal flow that devastated a city’s district in Minas Gerais, Brazil travelling over 600 km on its way to the ocean (G1, 2015; Terra, 2016).

Direct numerical simulations are employed here to investigate turbulent flows in the hyperpycnal regime. Bates (1953) introduced this concept in oceanographic aspects of delta formation to explain the inflow of a turbidity current into a basin (like rivers in a flood), where the inflow has a higher density than the fluid surrounding it and the current propagates close to the ocean floor (forming a underflow). For a deeper understanding of this phenomenon, laboratory experiments and computer simulations are heavily carried worldwide. Experimental data is fundamental for the validation of numerical simulations, assuring that models and simplifications retain the main physical features. According to Mulder and Alexander (2001), subaqueous sediment transport flows can be subdivided by their durations into surges, surge-like flows and quasi-steady currents (sometimes called initiation mechanism).

Espath et al. (2014, 2015) investigate the Reynolds number and fall velocity influence on surge-like flows, validating their results with experimental data and showing budgets depicting potential energy conversion to turbulent and particle-related dissipations on the configuration known as lock-exchange. On this closed configuration, a fixed-volume of a fluid mixture is enclosed by a gate in a lateral region of a domain. At $t > 0$, the gate is removed, and the current propagates due to the presence of gravity. Nasr-Azadani et al. (2013) investigated obstacle interactions in very similar configurations showing little effects on the front location evolution and strong effects on deposit. Lock-exchange simulations of particle-laden flows cannot reach steady-state regime. Therefore time averaging is not possible, as a flow is denoted quasi-steady if there are no significant changes in the velocity field through time.

Fick et al. (2015) performed a series of highly equipped laboratory experiments to identify transport and deposition mechanisms for flows with different particle volume concentrations. They produced currents by releasing a water-sediment mixture with a controlled flow-rate. Their results were image-recorded and velocity and concentration profiles measured at both upstream and downstream locations.

The present configuration evolved from the typical lock-exchange configuration (Härtel et al., 2000b; Necker et al.,
and investigates an open-channel with controlled fluid injection. This computational methodology not only allows to recreate lock-exchange surge-like flows but also to compute steady-state flows. Turbidity currents have not yet been fully investigated with DNS in this regime but, as stated before, are common in experimental research.

According to Hogg et al. (2016) flows from sustained sources have been less investigated, despite allowing the identification of time and length scales at which mixing transitions occur and the speed of the front flow. This work compares simulations in similar regime aiming to present a unified methodology with better fluid influx control, as well as comparing a quasi-steady simulation with a surge-like flow.

2. FLOW CONFIGURATION AND GOVERNING EQUATIONS

We employ the incompressible Navier-Stokes equations to model low-concentration flows (i.e. turbidity currents) with volume fractions of $O(1\%)$. This allows the use of Boussinesq approximation, a simplification that considers density variations only in the buoyancy terms, reducing the computational cost of the simulation. To model particle transport, an extra convection-diffusion equation, on a Eulerian-fashion (neglecting particle-particle interactions), couples the concentration field with the momentum equation. Dimensionless equations are given by

\[
\frac{\partial u_i}{\partial x_j} = 0, \quad (1)
\]

\[
\frac{\partial u_i}{\partial t} = -u_j \frac{\partial u_i}{\partial x_j} - \frac{\partial p}{\partial x_i} + \frac{1}{Re} \frac{\partial^2 u_i}{\partial x_j \partial x_j} + \epsilon_i^g Ri c, \quad (2)
\]

\[
\frac{\partial c}{\partial t} = -(u_j + u_se_j) \frac{\partial c}{\partial x_j} + \frac{1}{Re Sc} \frac{\partial^2 c}{\partial x_j \partial x_j}. \quad (3)
\]

 Quantities $u_i$, $p$ and $c$ represent the three-dimensional flow velocity, pressure, and particle concentration fields respectively. For each simulation, a fixed Reynolds number is defined as $Re = U h / \nu$, where $U$ is the inlet maximum velocity, $h$ represents an averaged current height (the window height, see Fig. (1)) and $\nu$ the fluid kinematic viscosity (in our case, that of the water). The Schmidt number is defined as $Sc = \nu / D$, where $D$ is the particle’s mass diffusivity, and kept as one not to increase computational cost.

A constant overall Richardson number is given by $Ri = g' h / U^2$ where the reduced gravity is given by the density excess $g' = [g (\rho_f - \rho)] / \rho_f \varphi$ with $g$ as the module of the gravitational acceleration and $\varphi$ the diluted particle volume fraction. The Richardson number can also be expressed as the Froude number, $Fr = 1 / \sqrt{Ri}$, and is an important parameter strongly affecting the current dynamics. The vector $e_i^g = (0, -1, 0)$ is a unitary vector with the same direction as the gravitational acceleration $g$. Constant $u_s$ is a normalised particle settling velocity obtained by the Stokes settling velocity law (Julien, 2010) for a given particle diameter. Bed deformations due to deposit, erosion, and resuspension of material are neglected.

The parameter $H$ represents half of waterline height and is used to define the channel non-dimensional size as $L_1 \times L_2 \times L_3 = 16 \times 2 \times 2$. An aspect-ratio relation $H/h$ of 1.6 was respected in order to match the experimental set-up. The initial condition, there is a domain filled with clean fluid (of density $\rho_f$) at rest. The computational domain is discretised on a Cartesian mesh of $n_1 \times n_2 \times n_3$ nodes. Figure 1 is a scheme of the proposed configuration. An open configuration requires inflow/outflow boundary conditions in the stream-wise direction of the flow. A water/particles mixture is influxed.

![Figure 1: Schematic view of the proposed computational domain.](image)
Figure 2: Concentration profiles and velocity as function of time and the vertical direction (left). Influx control function as function of time (right).

into the domain, after the first time step, via a Dirichlet boundary condition describing a particle concentration and a velocity profile for the $u_1$ component on the $x_1 = 0$ plane. Inflow equations are

$$u_1(t, x_2) = \left\{ \frac{1}{\gamma_6} \tanh(\gamma_1 x_2)[\gamma_2 + \gamma_3 \tanh(\gamma_4 x_2 + \gamma_5)] \right\} P(t),$$

$$c(t, x_2) = \operatorname{sech}^2(\gamma_7 x_2) \quad \text{if} \quad t \leq t_3. \quad (5)$$

The release of mixture is controlled by an influx function given by

$$P(t) = \tanh \left( \frac{2t}{t_1} \right) \left( 0.5 - 0.5 \tanh \left( \frac{-2t + t_2 + t_3}{t_2 - t_3} \right) \right) \quad (6)$$

where the value $t_1$ is the time for the maximum flow rate, $t_2$ is the time when the flow rate starts to decrease, $t_3$ when it stops and $t_4$ denotes the final simulation time. Equations (4), (5) and (6) are obtained by fitting and normalising experimental data profiles and the flow rate measurements from Fick et al. (2015). The constants $\gamma_\ell$ ($\ell = 1...7$) give the profile forms shown in Fig. (2). Here a non-dimensional instantaneous flow rate can be approximated as $Q(t) = hL_3\bar{\pi}P(t)$ with $\bar{\pi}$ representing a bulk velocity. An outflow condition, modelled as a one-dimensional convection equation, is imposed at the end of the channel. It has the form

$$\frac{\partial \Phi}{\partial t} + U_b \frac{\partial \Phi}{\partial x_1} = 0 \quad (7)$$

where $\Phi$ represents velocity components $u_i$ and particles fraction $c$. In all cases, the convective velocity $U_b$ is fixed as one. Channel laterals are set to periodic boundary conditions. Both top and bottom are set to walls (no-slip) for velocity. For the concentration a no-flux condition is imposed at the top, while in bottom a deposit condition is emulated by the following equation

$$\frac{\partial c}{\partial t} + u_s \bar{e}_2 \frac{\partial c}{\partial x_2} = 0. \quad (8)$$

A random noise $O(5\%)$ is superimposed to all velocity components at the inlet region (for $t > 0$) to trigger three-dimensional effects.

3. NUMERICAL METHODS AND PARAMETERS

The 3D DNS results presented in this work are carried out with Incompact3d\(^1\), a solver dedicated to DNS/LES of turbulent flows. The same is based on high-order compact schemes (Lele, 1992), with quasi-spectral accuracy, for first and second spatial derivatives. The given behaviour is due to its capabilities of representing a wide range of scales accurately. The convective terms are written in the skew-symmetric form for reducing aliasing errors. A third-order Adams-Bashforth scheme is used for time integration (Laizet and Lamballais, 2009, 2011). The code was built on top of 2DECOMP\&FFT\(^2\) a scalable two-dimensional domain decomposition library used to improve computational efficiency.

\(^1\)Available at www.incompact3d.com.
\(^2\)Available at www.2decomp.org.
Results for both cases are presented in this section. Figure 3 compares results of the QS case at final simulation time, $t_{4QS} = 100$, for both steam-wise velocity and particle concentration, against the inflow conditions and averaged experimental results. Profiles are captured at a fixed upstream position equivalent in the computational and experimental channel. Velocity show a good agreement close to the wall, but differs for $x_2 \geq h$. Concentration values show reasonable agreement with experimental results. As we can see in Fig. (4), the early flow evolution is governed by the emergence of bi-dimensional Kelvin-Helmholtz vortices for both cases. These billows are generated right on the shearing interface between the moving current and the resting ambient fluid, as the absorbed ambient fluid mixes with the current body. The passage of the head leaves a mixing layer of low concentration fluid on top of the current. For $t > 5$ we also observe the initial emergence of three-dimensional lobe-and-cleft structures on the head, this is mainly due to ambient fluid entanglement with the frontal interface. Lobe-and-cleft instabilities are responsible for the resulting coherent deposit structures (or channel-like) at the bottom and are of great interest as this formation are very similar to submarine canyons (Härtel et al., 2000a).

Mixing occurs also below the current. A mixing zone underneath the head occurs because the flow overruns into ambient fluid, generating a re-circulation zone that is trapped close to the ground, right behind the head. We observe that for longer inflow time (QS), the extra fluid mixture being in-fluxed replaces the head loss, transporting the frontal interface out of the channel. In the other hand, we observe a completely dissipation of the head on the case S.

Figure 5 illustrates vortical structures at the developing head of the current using Q-criterion (Dubief and Delcayre, 2000) for an iso-value of $Q = 2$ at $t = 15$. A positive Q-criterion value implies that the flow is dominated locally by fluid rotation allowing the visualisation of vortex tubes (Nasr-Azadani and Meiburg, 2014).

Results show strong homogeneity in the spatial direction $x_3$ as the domain is a horizontal channel with periodic laterals. Instantaneous averaged planes are shown in Fig. (6) for the velocity components and concentration.
Figure 4: Spatiotemporal evolution of the current by volume renderings of the concentration field $x$. Case QS (left) and S (right) where red is one and blue values greater than zero.

Figure 5: Turbulent structures visualisation by a Q-criterion iso-surface of case S.
4.1 GENERAL FEATURES OF THE FLOW

In this section, general flow features are compared for the two cases. Figure 6 shows span-wise planes for the concentration field $c$ and velocity components $u_1$ and $u_2$ for a given time $t = 25$. Averaging in the given direction is possible due to using periodic laterals and results in a more meaningful visualisation. To illustrate the effect of Eq. (8) that allows particles, reaching the bed of the channel, to leave the domain with settling speed $u_s$ creating a virtual sedimentation effect on the simulation. This is shown on Fig. (7) with the sedimentation rate, $m_\text{s}$, representing the temporal evolution of the particle-loss trough the channel’s bed, and obtained by

$$m_\text{s}(t) = \frac{1}{L_1 L_3} \int_0^{L_1} \int_0^{L_3} c(x_1, x_2 = 0, x_3, t) u_s dx_3 dx_1.$$  \hspace{1cm} (9)

On the other hand, Fig. (7) (right) shows the evolution of total mass of particles influxed into the domain that are still in suspension. This is computed by a volume integral of the particles field $c$, given by

$$m_s(t) = \int_V c(x_1, x_2, x_3, t) dV.$$  \hspace{1cm} (10)

The marker $t_{3S}$ points out the end of injection on the S case. The temporal evolution of the head of the current (or the front location) $x_{1f}$ correspond to the further stream-wise position where the concentration is greater than 1%. This is
obtained by counter stream-wise scanning (from outlet to inlet) an averaged two-dimensional plane (see Fig. (6)) of the concentration field $c$ for each time. Figure 8 shows the temporal evolution of the front coordinates $x_1f, x_2f$ (left) and also the corresponding averaged current speed $u_1f$ (right). We observe that the the QS case shows a front velocity converge to a value of 0.43 while the S case show a significant deceleration after $t_{3S}$.

4.2 BOTTOM WALL EFFECTS

This section highlights how the current affects the bottom plane of the channel. Figure 9 exposes the concentration field $c$ at $x_2 = 0$ for both cases at different times. We can observe that deposit is not occurring at the turbulent head section.

Figure 10 depicts a deposit map on the $x_2 = 0$ plane and represent the quantity of material that left the domain along plane $(x_1, x_3)$ are obtained by

$$D(x_1, x_3, t) = \int_0^t c(x_1, x_2 = 0, x_3, \tau) u_3 d\tau.$$  

(11)

Figure 11 illustrates the formation, merging and splitting of the lobe-and-cleft instabilities in the bottom, this can be seen as the footprint of the turbidity current. There is 0.8 time between each isoline, we can see that the distance between them remains constant for the QS case (top) and decreases in the S case after time $t = 10$ when the injection stops and the flow start to decelerate.

Figure 12 reveals dimensionless friction (or shear) velocity at the bottom, simply obtained by extracting square root of the velocity gradient at the wall as

$$u_\tau = \sqrt{\tau_w} \quad \text{with} \quad \tau_w = \frac{1}{Re} \sqrt{\left(\frac{\partial u_1}{\partial x_2}\right)^2 + \left(\frac{\partial u_3}{\partial x_2}\right)^2}_{x_2=0}.$$  

(12)

According to Necker et al. (2002) this can estimates the flow erosive potential, where values greater than a critical threshold could be regions of bed remobilization. This initial results show that sustained currents, such as the QS case, may have a higher erosive potential than surge-like flows.

5. CONCLUSIONS

This work proposed an open channel configuration for simulating particle-laden flows over a flat bed and compares two three-dimensional DNS cases of hyperpycnal turbidity currents. The methodology can produce from surges to quasi-steady state flows in a unified computational configuration by controlling the influx of water mixture with a pulse like
Figure 11: Formation, merging and splitting of lobe-and-cleft structures shown on concentration contours of \( c = 0.01 \) at the bottom plane of the domain with \( x_1 \). This image is also known as the current footprint. Case QS (top) and S (bottom).

Figure 12: Shear friction map at \( x_2 = 0 \) (light blue is zero and light red is 0.015). Case QS (left) and S (right) at \( t = 15, 25, 50 \) from top to bottom.

function. This opens up other possibilities for validation as it comes closer to experimental set-ups, a required step for incorporating more complex and realistic physics. In the results, the first simulation (case QS) reaches steady-state for \( t > 30 \), while the second (case S) emulates a lock-exchange like a case, injecting a finite volume of fluid mixture into the domain and fully depositing particles. By comparing deposit maps, Fig. (10), with the concentration field, Fig. (9), for a given position, we observe that deposit are unlikely to occur in the highly turbulent head section. This behaviour can be directly associated with higher values of shear friction velocity, acting as a lifting force (on the \( x_2 \) direction) and suppressing the deposition. From analysing the footprint of the current, Fig. (11), seems necessary to improve the inflow perturbation as in the early regime the white noise is overcoming the unstable modes growing on the current. Besides, the introduction of a customised derivative scheme for handling the top wall as a fixed boundary will reduce confinement effects imposed by the no-slip surface, and may improve the agreement with experimental results.
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