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ABSTRACT  
Investigating novel techniques to improve many-core embedded 
systems lifetime, reliability, and thermal management is a 
fundamental challenge for the semiconductor industry. Imbalanced 
mapping of applications may considerably affect the system 
performance and lifetime due to thermal issues in an integrated 
circuit (e.g. hotspot zones). Traditional mapping techniques focus 
on local optimizations, e.g. minimize the number of hops between 
communicating tasks, which may lead to hotspot zones and 
underutilization of some processing resources. This paper proposes 
a runtime mapping heuristic whose cost function targets temporal 
workload and energy consumption balance in large scale systems. 
The proposed heuristic minimizes the occurrence of hotspots by 
distributing application workload onto the processing elements in a 
uniform way, which contributes to a balanced thermal distribution 
across the system. These features improve system reliability and 
postpone aging effects. Results with several benchmarks executing 
in a cycle-accurate platform model show a uniform system 
utilization when comparing the proposed heuristic to conventional 
mapping approaches. 

Categories and Subject Descriptors 

B.7.1 [Integrated Circuits]: Types and Design Styles – advanced 
technologies, VLSI (very large scale integration). 
 
General Terms 
Design, Experimentation, Performance, Reliability, Verification. 
 
Keywords 
Task mapping; energy-aware mapping; load balance; energy 
consumption; many-core. 

1 INTRODUCTION 
In networked many-core systems, task mapping has a significant 
impact on both system performance and lifetime [1][2]. Task 
mapping leads directly to system workload distribution. Load 
imbalance judgments can generate hotspots zones (i.e. peaks of 
power dissipation) and consequent thermal implications, which may 
result in unreliable system operation. For instance, mapping 
communicating tasks far from each other may result in more data 
transfer, and consequently induce faults in overused links. While 
fault links may produce unreached zones (e.g. isolated cores), 
overutilization of cores makes them more susceptible to failures due 
to high-temperature variation and operation. 

Several mapping techniques have been investigated over the last 
years. Such techniques rely on distinct principals (e.g. bio-inspired) 
and target different optimization goals (e.g. inter-tasks 
communication latency, network contention). Task mapping 
solutions aiming to improve system reliability must provide both 
spatial and temporal load balancing [1], considering internal node 
components switching-activity (e.g. processor, memory) and power-
state (i.e. active, sleep mode) resulting from allocated workloads 
(i.e. application tasks) [3].  

The goal of the present work is to propose a scalable and 
lightweight runtime distributed energy-aware mapping technique, 
which induces to a balanced thermal distribution, without 
penalizing applications’ execution time in large-scale systems. 
Proposed mapping also uses the total energy consumption of cores 
to slow down their wear process. This mapping solution comprises 
both offline and online phases. The offline phase uses a profiler 
platform to generate performance information (inter-task 
communication volume, energy consumption of each task) to guide 
the runtime mapping process. The offline data is used at runtime to 
generate mapping solutions that equally distribute the applications’ 
load among platform resources.  

The main contributions of this work include: 
• proposal of a distributed runtime mapping technique that 

reduces hotspot zones, with a uniform workload distribution; 
• validation of the proposed mapping technique in a cycle-

accurate SystemC NoC-based MPSoC model with large 
scenarios, considering the number of executed instructions, 
power, energy, temperature and application execution time; 

• comparison of the proposed method to a conventional mapping 
heuristic, where the cost function aims to reduce 
communication energy. 

This work is organized as follows. Section 2 presents related works. 
Sections 3 and 4 present both the MPSoC and energy models. 
Section 5 describes the proposed mapping technique. Section 6 
presents and discusses the results. Section 7 concludes the paper and 
presents directions for the future works. 
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2 RELATED WORK 
The literature presents different task mapping approaches to 
improve system reliability. Most reviewed works use a centralized 
approach [1][4][5][6][7][8][9][10][11][12]. Among them, some 
works propose temperature or reliability models [4][5][6][7][8][9], 
which cannot be incorporated into runtime mapping decision due to 
their computational complexity. For example, Coskun et al. [4][5] 
use temperature output data from the Hotspot thermal model [13] to 
take mapping decisions. Other works [6][7][8][9] use high 
computational models to produce mapping decisions at design time, 
which are stored in a database and used at runtime. This approach 
may reduce system performance due its incapability of dealing with 
unpredictable system variations. In turn, Chantem et al. [1] propose 
a runtime task mapping that incorporates a full system reliability 
analysis model, which may improve system MTTF. However, the 
underlying approach does not consider system scalability and 
performance. Task mapping approaches proposed in [1][10][11], 
employ physical sensors to capture thermal or wear-state condition 
of cores at runtime. Included sensors provide accurate information 
to the mapping decision at the cost of the additional system area and 
energy consumption. Cox et al. [12] present a design-time task 
mapping approach, considering throughput, communication, and 
storage constraints. As mentioned before, design-time approaches 
cannot handle dynamic workloads. 

Other works use distributed approaches to improve system 
reliability, including task migration and DVFS [14][15][16]. Ge et 
al. [14] propose a task migration approach for thermal system 
balancing. This approach uses thermal sensors, which aggregate 
hardware costs. Liu et al. [16] also present a thermal management 
task migration approach, which does not consider performance 
costs. Wu et al. [15] present a dynamic frequency scaling for 
thermal management, which may impose additional hardware costs. 
These approaches rely on analytical models only, so neither real 
platform implementations nor real applications are considered.  

Differently from reviewed works, the proposed approach proposes a 
scalable and lightweight runtime task mapping technique, which 
provides thermal balance distribution without extra hardware cost. 
Proposed work is validated under large scenarios (MPSoCs with up 
to 144 PEs), considering a cycle-accurate SystemC NoC-based 
MPSoC platform. 

3 MPSOC MODEL 
The present work adopts a NoC-based MPSoC, with distributed 
memory architecture. In this platform, each PE adopts a scratchpad 
as local storage memory due its power efficiency and management 
facilities when compared to cache memories [17]. Communication 
between tasks occurs only by message passing. The MPSoC model 
is a directed graph GMPSoC = (PE, L), where each vertex pei  PE 
is a processing element with a processor, a local memory, a DMA 
module and a router. An edge lij  L is a NoC link interconnecting 
pei to pej. The MPSoC is hierarchically managed, partitioned in 
clusters as illustrated in Figure 1(a) [18]. 
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Figure 1 – (a) 6x6 MPSoC instance, with four 3x3 clusters, (b) 
application modeled as a task graph GApp = (T, E). 

The set PE is divided into three subsets: LMP, GMP and SP, where 
(LMP ∪ GMP ∪ SP) = PE. Each pei  PE may act as: 

• LMP – local manager processors, control the cluster, executing 
functions such as monitoring, task mapping, task migration, 
verification of deadlines, reclustering. 

• GMP – global manager processor, execute all functions of the 
LMP, and functions related to the overall system management, 
such as defining application-to-cluster mapping, controlling 
external devices accesses (e.g. task repository memory). 

• SP – slave processors, responsible for executing user’s 
applications. Each SP runs a simple operating system, which 
enables the communication between PEs and multitask 
execution. The local memory is divided into 
MAX_SP_TASKS pages, also called resources. A task 
executing in the system is mapped to one resource. Therefore, 
each SP can execute MAX_SP_TASKS tasks simultaneously. 
If a resource does not have a task mapped on it, it is considered 
free or available. 

The definition of the cluster size occurs at design time. At runtime, 
a reclustering process enables the modification of the cluster size. 
When an application is requested to be mapped to a given cluster, 
its LMP checks the availability of SPs, and if necessary, SPs are 
borrowed from neighbor clusters. When the application finishes its 
execution, the borrowed SPs are released to the original cluster. 

4 ENERGY MODEL 
The energy consumption in the MPSoC is mainly due to three 
components: memory, processors, and NoC. The number of 
memory accesses is identical for the same workload. Therefore, to 
fairly compare different mapping solutions using the same 
workload, we consider the processor and NoC energy consumption 
as main metrics.  

As described in the literature [19], the energy consumption of a 
processor pei is defined by static and dynamic consumption. The 
processor energy consumption related to the execution of a given 
task is a function of the number of executed instructions. In our 
model, the energy cost of each instruction is determined from a 
gate-level implementation, as proposed in [20]. 

Each processor pei contains an instruction analyzer module, which 
includes the energy cost of each instruction. Such module counts 
and classifies the executed instructions for different classes at 
runtime. The set of classes is defined as C = {c0, c1,… ,c8}, 
containing 9 different classes (e.g. arithmetic, logic, branch) [20]. 
Equation (1) presents the energy dissipation for a given task. 

energy   =  
i = 0

 (1) 

where: energy(ci), energy to execute a given instruction belonging 
to the class ci, value obtained from the physical synthesis; 
total_instructions(ci), executed instructions belonging to the class ci. 

Results show that the error of adopted instruction analyzer module 
varies from 0.06% to 8.05% when compared to a gate-level 
implementation [20]. One can argue that this profile step may be 
inaccurate since the task workload may vary, according to the user 
data. During the profiling step, each application receives workloads 
representing real execution scenarios. Therefore, the computed 
energy values are representative enough to guide the proposed 
mapping heuristic [21][22]. 

It is necessary to compute the power per time slice to evaluate the 
mapping heuristics Using the instruction analyzer module 
employed during the profile step, now at runtime, Equation (2) 
computes the power consumption for each pei. 



total_power   = i = 0   (2) 

where: time_slice is the power sampling period, in seconds. 

The energy consumption in the NoC is proportional to the number 
of transmitted flits at each router port. A gate level description of 
the NoC is used to determine the power consumption for the main 
router components: buffers, internal crossbar and control logic. 
Equation 3 presents energy consumption corresponding to one flit 
being transmitted through 1 buffer of the router. 

Erouter =
n_ ports−1( )*Pbuffer 0( )+Pbuffer 1( )+
Pcrossbar 1( )+Pcontrol _logic (1)
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where: n_port is the number of ports of the router, Pcomponent(0) the 
average power without traffic, Pcomponent(1) the average power with 
an injection rate equal to 100%, T the clock period. 

Equation 4 presents the power consumption of a given router for a 
given number of simulated cycles (time_slice), considering the 
number of flits transmitted by the router in the sampling period. 

(4) 

5 MAPPING HEURISTIC 
An application is modeled as a directed graph GApp = (T, E), where 
each vertex ti  T represents an application task and each directed 
weighted edge eij  E represents a communication dependence 
between tasks ti and tj. The weight of an edge eij is denoted by 
commij, representing the total data communication volume 
transferred between application tasks ti and tj. 

Figure 1(b) presents an example of an application modeled as a task 
graph. An application has initial tasks (e.g. t1 and t2), those without 
dependences to other tasks, and non-initial tasks. Each task ti  T 
contains: 

• a set Ci called communication task list. This set is defined as  
Ci = {(tj, commij); (tk, commik); … (tn, commin)}, where each 
element is a tuple containing a task tj that communicates with ti 
and the volume commij transferred between ti and this task. 

• an energy value Ei related to the execution of this task on the 
target PE.  

The set Ci and Ei are obtained from profiling. For this purpose, a 
slightly modified version of the MPSoC model presented in Section 
3, called profiler platform, with monitors to capture for each task 
the consumed energy [20], the execution time, and the 
communication volume between tasks. A network packet monitor is 
used to capture data communication among tasks. For each 
transmitted packet, the monitors capture the source task identifier, 
the destination task identifier, and the packet size. With such 
information, it is possible to define the set C(ti) of each task. Each 
application is executed in the profiler platform, without any 
disturbing traffic. 

The mapping of the set T = {t1, t2, ..., tn} of GApp onto the set SP = 
{sp1, sp2, ..., spk} of GMPSoC is defined by the mapping function: 
T → SP, where ∀ti  T, ∃ spj  SP. 

Each SP computes the total consumed energy (TE), corresponding 
to the energy consumed by all already executed tasks and the tasks 
that are currently being executed on this processor. Whenever a task 
is mapped onto a SP, the TE value is updated. The TE is the main 
parameter to guide the mapping function presented in the next 
subsections. Further, the proposed heuristics use the following 
definitions: 

Definition 1: application size (APP.size) corresponds to the number 
of tasks of the application to be mapped. 

Definition 2: available resources corresponds to the number of 

resources that does not have a task mapped on it. This information 
may refers to the whole system, available_resources(system); or to 
a given cluster ci, available_resources(ci). 

Definition 3: The function available(spi) returns true if spi is 
available to receive a new task, otherwise false. A SP is available 
when the number of tasks mapped onto it is smaller than 
MAX_SP_TASKS. 

Definition 4: cluster energy, cl_energy(ck). Obtained from (5), 
where p corresponds to the SP addresses’ in the cluster. Note that 
the accumulated energy in the cluster guides the cluster selection. 

 cl_energy( ) =   (5) 

Definition 5: region_energy (spi, n_hops), returns the average TE 
from the set with spi and all SPs up to n_hops from spi. Figure 2 
shows a hypothetical example, with the numbers inside each 
rectangle representing the TE of each SP. 
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The number of SPs inside the region is 25:  
region_energy(sp3,3, 3)=4100/25=164. 

Figure 2 – Hypothetical example of region_energy in a 7x7 
cluster, being spi the central SP, and n_hops=3. 

The proposed mapping function is divided into three steps: cluster 
selection (Section 5.1), initial tasks mapping (Section 5.2), and non-
initial tasks mapping (Section 5.3).  

5.1 Cluster Selection 
When a new application is requested to be mapped, the GMP selects 
a cluster to map this application. Algorithm 1 presents the pseudo-
code of the cluster selection heuristic. The heuristic first verifies if 
the system has available resources to map the application (line 4). If 
there are no sufficient resources in the system, the application is 
scheduled to be mapped later. The first loop (lines 5-10) analyzes 
all clusters that have available resources to map the application, 
selecting the one with the smallest accumulated energy. If there are 
no clusters with available resources to map the application, a cluster 
with the smallest accumulated energy is selected, regardless the 
number of available resources (lines 12 – 18). Note that the 
application is mapped in the MPSoC iff the system has available 
resources for the application. Once the cluster is selected, the GMP 
transfers the application description to the LMP of this cluster.  

Input:  application size APP.size 
Output: selected_cluster 
1.  selected_cluster  -1      
2.  selected_cluster_energy  +∞   
3.  //Verify if the system has available resources to map the application 
4.  IF  available_resources(system) >= APP.size THEN   
5.   FOR EACH cluster ck in the system  
6.    IF available_resources(ck) >= APP.size AND 

      cl_energy (ck)< selected_cluster_energy THEN  
7.    selected_cluster  ck 

8.     selected_cluster_energy  cl_energy (ck) 
9.    END IF 
10.  END FOR EACH  
11.    // There is no cluster with enough resources to receive the application  
12.  IF selected_cluster = -1  THEN     
13.   FOR EACH cluster ck in the system   
14.   IF cl_energy (ck)< selected_cluster_energy THEN  
15.    selected_cluster  ck 

16.     selected_cluster_energy  cl_energy (ck) 
17.   END IF 
18.     END FOR EACH  
19.   END IF 
20. END IF  
21. return selected_cluster 

Algorithm 1 - Cluster selection heuristic, executed in the GMP. 



The reasoning of this first heuristic is to distribute the energy 
homogeneously when a new application arrives in the system. In the 
long-term, this procedure avoids hotspots, and processors stressed 
over the time. Consequently, this first heuristic contributes to 
minimizing aging effects, as wearout. 

5.2 Mapping of Initial Tasks 
The initial tasks have to be mapped to start the application 
execution. As the remaining tasks of the application will be mapped 
from the position of the initial tasks, the mapping of initial tasks 
affects the overall application mapping. In the presented approach, 
the LMP of the selected cluster receives the application description 
(GApp) from the GMP. Then, for each initial task a mapping 
heuristic is used to choose an SP within the selected cluster.  

The initial tasks mapping heuristic selects the SP with the smallest 
region_energy, as detailed in Algorithm 2. The main loop (lines 3-
8) evaluates if spi is available for receiving the initial task 
(available(spi)) and the consumed energy around it. This procedure 
executes fast, despite being exhaustive, because the number of SPs 
inside a cluster is small (between 16 to 25), and 

. This procedure ensures that application’s 
tasks that will be mapped later will be assigned closer to the 
selected SP and in SPs with a lower accumulated energy.  

Input:  n_hops 
Output: selected_sp 
1. selected_sp  -1  
2. selected_region_energy  +∞  
3. FOR EACH SP spi in the cluster  
4. IF available(spi) AND region_energy(spi, n_hops)< selected_region_energy THEN  
5.  selected_sp  spi 

6.  selected_region_energy  region_energy(spi, n_hops) 
7. END IF 
8.END FOR EACH  
9. return selected_sp 

Algorithm 2 - Selection of the SP with the smallest region 
energy inside a cluster, executed in a LMP. 

If the application has only one initial task, the SP chosen by the 
heuristic of Algorithm 2 is selected to execute the task. Otherwise, 
the heuristic presented in Algorithm 3 is executed for each initial 
task not mapped. At line 4 in Algorithm 3 it is created a set with all 
SPs up to n_hops from the selected SP computed by Algorithm 2 
(SPaddress). The loop between lines 6-11 selects an available SP 
from the neighbors_list with the smallest TE. If there is no 
available SP inside the list, the search space increases 1 hop (lines 
12-15), until visiting all SPs of the cluster (line 5). 
 It is relevant to note that most mapping heuristics [23][24] try to 
minimize the number of hops between tasks to reduce the 
communication energy. The procedure of Algorithm 3 implements a 
tradeoff between the number of hops and accumulated energy in the 
processing elements. 

Input: SPaddress,  n_hops  
Output: selected_sp  
1. selected_sp  -1 
2. selected_sp_energy  +∞  
3. // Get all neighbors of selected_sp within a distance n_hops 
4. neighbors_list  neighbors(SPaddress, n_hops)  
5. WHILE all SPs in the cluster not evaluated AND selected_sp=-1 DO 
6. FOR EACH SP spi IN neighbors_list 
7.   IF available(spi) = true AND  TE(spi)< selected_sp_energy THEN 
8.   selected_sp  spi 
9.   selected_sp_energy  TE (spi) 
10.  END IF 
11. END FOR 
12. IF selected_sp = -1 THEN  
13.   n_hops  n_hops +1 
14.   neighbors_list  neighbors(SPaddress, n_hops)  
15. END IF 
16. END WHILE 
17. return selected_sp 

Algorithm 3 - Initial tasks mapping, executed in a LMP. 

5.3 Mapping of non-initial Tasks 
Following the example, after mapping t1 and t2 (initial tasks, Figure 
1(b)), t3 must be mapped at the first attempt of t1 or t2 sending a 
message to it. When the kernel running in an SP does not find a task 
address, it sends a message to the LMP requesting the mapping of a 
new task. Algorithm 4 presents the heuristic used to map non-initial 
tasks. The heuristic creates a list with all tasks communicating with 
ti already mapped onto the processing elements within the cluster 
(line 3). In the sequel, it is defined a bounding box rectangle (line 
4), with all mapped communicating tasks. This bounding box is 
increased by one hop (line 5), offering a larger search space to map 
ti. Figure 3 illustrates the mapping search space when one (a) or 
more communicating tasks (b) are mapped in the cluster. The 
adoption of a bounding box aims to reduce the distance among 
communicating tasks. A list with candidate SPs is created (line 7). 
The available SP in the list with the smallest TE is selected (lines 8-
13). If no SP can be selected, the bounding box is increased by one 
hop (lines 14-16). This process continues up to find a SP or visiting 
all SPs of the cluster. 

Input: ti , set C(ti)  
Output: selected_sp  
1.  selected_sp  -1 
2.  selected_sp_energy  +∞  
3.  MC(ti)  mapped_tasks(C(ti))   // all tasks communicating with ti already mapped 
4.  bounding_box  area(MC(ti)) 
5.  increase(bounding_box, 1) 
6.  WHILE all SPs in the cluster were not evaluated AND selected_sp=-1 DO  
7.    neighbors_list  search_SPs(bounding_box) 
8.    FOR EACH SP spi IN neighbors_list 
9.    IF available(spi) = true AND TE(spi)< selected_sp_energy THEN  
10.    selected_sp  spi 
11.    selected_sp_energy  TE(spi) 
12.   END IF 
13.  END FOR 
14.  IF selected_sp = -1 THEN  
15.   increase(bounding_box, 1) 
16.   END IF 
17.  END WHILE 
18.  return selected_sp 

Algorithm 4 - Mapping of non-initial tasks, executed in a LMP. 
The mapping of the initial and non-initial tasks may fail if there are 
no available resources in the cluster (select_sp=-1). In this case, the 
reclustering process is executed. The reclustering process asks a 
resource to the neighbor LMPs, selecting the one closest to the 
mapped tasks. 
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Figure 3 – (a) search space when one communicating tasks is 
already mapped (t1); (b) search space when more than one 
communicating task is already mapped (t1 and t2). Thicker 

lines correspond to the original bounding box, dashed lines to 
the bounding box increased by one hop. 

6 EXPERIMENTAL SETUP AND RESULTS 
Experimental results use a SystemC cycle-accurate NoC-based 
MPSoC platform [25]. Each PE executes a small multi-task μkernel, 
and five applications described in C language:  
• DTW - Digital Time Warping (DTW), with 10 tasks;  
• MPEG decoder, with 5 tasks;  
• DJK - Dijkstra, with 6 tasks; 
• SYN1, synthetic application, with 12 tasks, which emulates the 

communication behavior of an MPEG4 full decoder;  
• SYN2, synthetic application, with 12 tasks, that emulates the 

communication behavior of VOP (Video Object Plane) decoder 
application.  



Table 1 presents the five scenarios adopted to evaluate the proposed 
mapping heuristic, varying the MPSoC size, the cluster size and the 
number of applications.  

Table 1 - Evaluated scenarios configuration. 

Scenario MPSoC 
size 

Cluster 
size Applications  Number 

of tasks 
1 

6x6 3x3 

8 x DTW, 8 x MPEG, 8 x DJK,  8 x SYN1, 8 x SYN2  360 
2 8 x DJK, 11 x SYN1, 11 x SYN2  312 
3 16 x MPEG, 8 x DJK, 8 x SYN2 224 
4 3 x DTW, 6 x MPEG, 9 x DJK,  5 x SYN1, 8 x SYN2  270 

5 12x12 4x4 10 x DTW, 25 x MPEG, 18 x DJK, 14 x SYN1, 12 x 
SYN2  645 

 
Each scenario is executed using the proposed energy-aware 
mapping heuristic and a communication-aware mapping heuristic 
proposed in [26], called LEC-DN. Such heuristic reduces the 
communication energy in the NoC by reducing the distance in hops 
between communicating tasks. When a given task ti is required to be 
mapped, this heuristic first analyses the set of communicating tasks 
with ti already mapped. Then, the heuristic approximates ti to the 
tasks it has a higher communication volume. The LEC-DN heuristic 
does not consider the tasks’ load in the mapping function and may 
induce the mapping of tasks with a high load in the same SP to 
reduce the communication energy. 

The use of an MPSoC is dynamic, i.e., applications start at different 
moments, characterizing a dynamic workload behavior. A simulated 
dynamic workload is used in the experimental scenarios to stress the 
mapping heuristic, with situations with a large number of available 
resources and few available resources. For this purpose, two 
thresholds control the workload behavior: minimum 
(MIN_USAGE) and maximum (MAX_USAGE) system usage. The 
simulation starts with a usage equal to 0%. Applications are then 
inserted into the system until MAX_USAGE is reached. When the 
load attains MAX_USAGE, the insertion of new applications is 
blocked. The load of the system reduces when applications finish 
their execution. When MIN_USAGE is reached, new applications 
are inserted into the system again. The experiments assume 
MIN_USAGE=20% and MAX_USAGE=70%. 

Proposed and LEC-DN heuristics are compared in terms of 
execution time, energy, power and temperature distribution. In 
addition, the mapping heuristics cost is evaluated, demonstrating the 
impact of the mapping process in terms of executed instructions. 
The goal of Scenario 5 is to show the scalability of proposed 
mapping in large systems. 

6.1 Instructions and Energy Distribution  
Table 2 presents the number of executed instructions and the 
consumed energy values (total, average and standard deviation), for 
the LEC-DN and proposed mapping heuristics.  

Table 2 – Instructions (thousands of instructions) and energy 
(mJ) for the evaluated scenarios. 

 
LEC-DN – Instructions  Energy-aware mapping - Instructions 

Total Average Std. Dev. Total Average Std. Dev. 
Sc1 96,668 3,021 2,342 98,028 3,063 813 
Sc2 72,983 2,278 2,876 75,926 2,373 851 
Sc3 49,322 1,541 1,641 49,581 1,549 789 
Sc4 75,901 2,372 2,242 75,936 2,373 829 
Sc5 175,692 1,220 1,705 183,347 1,273 613 

LEC-DN – Energy (mJ) Energy-aware mapping – Energy (mJ) 
Sc1 2,858 89 70 2,908 91 24  
Sc2 2,175 68 86 2,274 71 25 
Sc3 1,447 45 48 1,456 46 24 
Sc4 2,242 70 66 2,251 70 25 
Sc5 5,101 35 48 5,434 38 18 
 
The proposed energy-aware mapping heuristic executes more 
instructions than the LEC-DN (+ 2.6%), resulting in higher energy 
consumption (+3.62%). This difference is not significant, and it 
results from the reduced CPU sharing in the proposed mapping 

heuristic (energy-aware), which leads to more processing elements 
executing the μkernel. On the other hand, the proposed heuristic 
reduces the application execution time, as discussed next. 

The gray columns highlight the most relevant results of the Table 2. 
The standard deviation using the proposed heuristic varies from 0.3 
to 0.5 compared to the LEC-DN heuristic. This result points out to a 
uniform load and energy distribution along the time. 

To understand the standard deviation reduction values of Table 2, 
Figure 4 presents the energy consumed per SP for scenario 2. Note 
the LEC-DN heuristic produces an unbalanced load distribution, 
with several underused processors (15 consuming less than 10 mJ - 
green rectangles), and 8 SPs consuming more than 100 mJ (red 
rectangles). Otherwise, the proposed heuristic provides a better load 
distribution, with all SPs executing applications’ tasks, and only 5 
SPs consuming more than 100 mJ. The highest energy value is 
132.75 mJ, while the LEC-DN heuristic has 8 SP consuming more 
than 180 mJ. The LEC-DN heuristic concentrates the load in few 
SPs, increasing the probability to failures due to wear process. The 
proposed heuristic uses the total energy consumed in a SP (TE) 
value to avoid overused cores and reduce the probability of failures 
due to the wear process. 

(a) 

198.39 68.35 0.02 96.05 54.44 0.02 
6.18 286.04 128.70 19.05 231.48 65.67 
LMP 0.02 0.02 LMP 0.02 0.02 

25.84 44.93 5.66 256.11 118.91 0.02 
5.01 210.83 86.40 3.00 180.97 69.05 

GMP 3.25 0.02 LMP 8.07 2.18  

(b) 

60.64 66.51 47.25 42.32 53.70 62.23 
104.40 64.06 33.99 132.75 103.15 114.57 
LMP 44.05 63.85 LMP 92.50 46.99 
57.29 64.31 99.45 57.90 95.77 95.06 
62.55 74.79 114.21 44.87 49.79 54.27 
GMP 62.87 62.88 LMP 96.45 48.39 

Figure 4 – Average energy spent per SPs (mJ) - (a) LEC-DN,  
(b) proposed mapping. Each rectangle represents a PE. 

Table 3 presents the execution time for the 5 simulated scenarios. 
Note that the execution time reduced up to 14.7% (SC3, SC4) when 
the proposed heuristic is employed. This reduction comes from the 
better load distribution and the smaller CPU sharing among tasks. 
The LEC-DN heuristic tries to group the applications in clusters to 
reduce the communication energy, increasing the number of tasks 
per SP. On the other side, the proposed heuristic spreads the tasks at 
different SPs to obtain a uniform load distribution. A smaller 
execution time contributes to reducing the power due to the leakage 
current.  

Table 3 – Execution time of the simulated scenarios (in ms). 
LEC-DN Energy-aware mapping Gain 

SC1 170 157 7.6 % 
SC2 167 155 7.2 % 
SC3 97 83 14.4 % 
SC4 163 139 14.7 % 
SC5 109 97 11.0 % 

A power report is generated using Equation 2. The HotSpot 
simulator [13] computes the temperature of the MPSoC at the end 
of each simulation using the power report (65 nm, 1 GHz, 1.2V, 
ambient temperature 318.15 K). Figure 5 presents the temperature 
of the MPSoC for scenario 5.  The small temperature gradient (2 K) 
comes from the simple processor architecture (Plasma) used in our 
platform, with a peak consumption of 25 mW. Nonetheless, the 
proposed heuristic generates a uniform temperature distribution, 
because most PEs have a warm temperature (represented as green 
rectangles), showing the effectiveness of the proposal. 

Scenario 5 (645 tasks) shows that proposed mapping performs well 
when used in a large MPSoC dimension (12x12, cluster size equal 
to 4x4), showing its scalability behavior. Observe in Table 2 the 
reduction in the standard deviation values (instructions – 64% and 
energy – 62.5%). While LEC-DN heuristic has 18 SPs consuming 
more than 100 mJ, only 1 SP achieves this energy consumption with 
the proposed mapping.  



 

             
Scenario 5:  (a) LEC-DN  Scenario 5:  (b) Energy-aware mapping 

Figure 5 - Temperature of each PE for scenario 5, in an MPSoC with 144 PEs, being 16 PEs reserved for management  
(1 GMP and 15 LMPs). 

6.2 Power Distribution  
Figure 6 details the power traces along the time. Note that although 
different, the power traces of Figure 6 correspond to the execution 
of the same workload but varying the task mapping. These graphs 
show: 
• Median: the LEC-DN heuristic has a higher median (blue 

lines) than the proposal mapping, corresponding to a higher 
power dissipation of SPs at most sampled periods. 

• Quartiles (black lines): the average first and third quartiles are 
much higher in the LEC-DN heuristic, also corresponding to a 
higher power dissipation of SPs. 

 
(a) LEC-DN 

 
 (b) Energy-aware mapping 

Figure 6 - Instantaneous PEs power dissipation for scenario 2. 
X-axis: time in milliseconds (only PEs executing tasks are 

considered). Y-axis: average power of active processors (W). 
Gray bars: 50% of the population, first to third quartiles. 

Black lines: average first and third quartiles. 
Green line: average median. Blue line: instantaneous median. 

• Instantaneous power dissipation (gray bars): most of the time 
the gray bars of the LEC-DN heuristic are higher than the 
proposed mapping, corresponding to a worst power 
distribution. In the LEC-DN, there are 451 occurrences of SPs 

consuming more than 23 mW (average third quartile of the 
LEC-DN), while in the proposed mapping the number of 
occurrences is 241. 

• The execution time reduces from 167 to 155 ms (this execution 
time may be also observed in Table 3).  

6.3 Proposed Mapping Cost 
The proposed mapping heuristic has a small computation 
complexity (worst case O(n2)). In fact, the execution time to execute 
the heuristic is small due to its hierarchical implementation. Table 4 
details the average number of instructions to execute each step of 
the mapping. The cluster selection is fast since it only verifies the 
availability of resources. The most complex step is the mapping of 
non-initial tasks because it is necessary to evaluate all possible 
regions inside a cluster. The mapping of the non-initial task requires 
few instructions because a fixed region restricts the search space. 
The hierarchical implementation of the mapping heuristic ensures 
scalability because the cluster size defines the search space, not the 
MPSoC size. With larger MPSoCs, the cluster selection step 
increases its execution time (Sc5). With larger clusters, the initial 
tasks mapping may also increase its execution time as shown in 
Sc5. In both cases, the execution time to map each non-initial task is 
negligible compared to the time to execute them (thousands of clock 
cycles). 

Table 4 – Average number of instructions to execute each step 
of the proposed heuristic. 

Scenario Cluster selection Initial tasks mapping Non-initial tasks 
mapping 

Sc1 280 2497 688 
Sc2 288 2337 674 
Sc3 299 3057 645 
Sc4 282 2588 664 
Sc5 562 8584 749 

7 CONCLUSIONS AND FUTURE WORKS 
This paper presented a mapping heuristic that improves the thermal 
balance in the system. The cost function of the mapping is the 
energy to execute each task. The simulation of a SystemC clock 
cycle-accurate model of the platform generated the results for 
systems up to 144 processing elements. The proposed mapping 
distributes the load over the time, with a homogeneous utilization of 
PEs and a reduced number of hotspots. It is also worth noting that 
the proposed mapping heuristic changes the traditional cost 
function used in dynamic mapping heuristics. Instead of aiming at 
the reduction of the communication energy (number of hops), the 
proposal makes a trade-off between this parameter and the energy in 
the systems along the time. 

Future works include: (1) integration of a lifetime model to evaluate 
MTTF; (2) runtime monitoring to evaluate the system load, to 
enhance the data obtained from profiling; (3) add the power due to 
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the static consumption in the power reports to obtain more accurate 
thermal maps. 
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