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Preface

More than 10 years have passed since Mitkov’s book on anaphora resolution in
2002, and the area of computational anaphora resolution has since made substantial
progress through effective use of machine learning, lexical and encyclopedic knowl-
edge, constraint solving techniques and more, and a much improved understanding
of evaluation issues that has made it possible to compare systems and approaches
from different people in a meaningful way.

The goal of this volume is to provide the reader with an accessible yet thorough
path through these late developments, providing comprehensive background where
needed but also giving the detail and perspective that only people who have been
at the forefront of these developments can deliver. We as editors, along with the
numerous chapter authors who have contributed their knowledge and perspective,
have given our best to provide future readers with what they need as practitioners
to make sense of the possibilities of coreference and anaphora resolution or as
researchers to get up to speed with this substantial and interesting field in a minimum
of time.

We would like to thank Olga Chiarcos and Federica Corradi Dell’Acqua, our
editors at Springer Nature, who demonstrated a really admirable patience and faith
in the book project, thus contributing greatly to the eventually successful completion
of this long-running endeavor. Credit goes as well to Professor Eduard Hovy for
his constructive comments on the original book proposal, which proved to be
very helpful for the further enhancement and fine adjustment of this monograph’s
structure and contents. Last not least, we are particularly indebted to our authors
for providing contributions of such high quality, and we are especially grateful to
Marta Recasens and Sameer Pradhan, who spontaneously took over responsibility
for several chapters more than originally envisaged.

Essex, UK Massimo Poesio
Frankfurt, Germany Roland Stuckardt
Heidelberg, Germany Yannick Versley
Summer 2015
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Early Approaches to Anaphora Resolution:
Theoretically Inspired and Heuristic-Based

Massimo Poesio, Roland Stuckardt, Yannick Versley, and Renata Vieira

Abstract This chapter summarizes the most influential non-statistical approaches
to anaphora resolution. Much of the very early work focused on personal pronouns
and was based on theoretical proposals concerning anaphora and its interpretation
developed in linguistics (e.g., the effect of syntax or semantics on anaphora) and/or
psychology (e.g., on the effect of salience or commonsense knowledge). Such
systems assumed the resolver would have perfect information available – e.g., on
the syntactic structure of the sentence, or the properties of concepts and instances –
and as a result, tended to be very brittle (a notable exception being Hobbs’ ‘naive’
algorithm for pronoun resolution). In the first part of this chapter we cover in detail
some of these theoretically-motivated algorithms, such as Hobbs’ and Sidner’s,
and briefly survey a number of other ones. The availability of the first corpora in
the mid-1990s (see chapter “Annotated Corpora and Annotation Tools”) led to the
development of the first systems able to operate on a larger scale, and to a widening
of the range of anaphoric expressions handled. The fundamental property of these
systems was the ability to carry out resolution on the basis of imperfect information
only, using a variety of heuristics. In the second part of this chapter, we cover a
number of these heuristic-based algorithms. Some of the ideas developed in these
heuristic-based systems have come back and are the basis for systems developed in
the last few years; of these, we will discuss in some detail the Stanford Deterministic
Coreference System.
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Keywords Early approaches data-driven approaches • Rule-based approaches •
Anaphora resolution

1 Introduction

Between the 1960s and the mid 1990s a great number of computational models
of anaphora resolution were developed, implementing the theories of the effect on
anaphora of syntactic, commonsense, and discourse knowledge discussed in the
chapter “Linguistic and Cognitive Evidence About Anaphora”. There are substantial
differences between these models in terms of their theoretical assumptions (some
models assume that anaphora resolution is entirely a matter of commonsense
knowledge, others that it is almost entirely a matter of syntactic information) and
their level of formality (some models are very linguistically and formally oriented,
others are very much pragmatically oriented); but they covered quite a lot of ground,
so that it is fair to say that most of what we know today about anaphora resolution
was introduced as part of the development of these models. For this reason it makes
sense to briefly cover these approaches before moving on more recent work. Of these
proposals, this chapter covers in some detail Hobbs’ and Sidner’s algorithms; and,
more briefly, the commonsense-based algorithms of Charniak and Wilks, Lappin
and Leass’ algorithm, and other Centering-based algorithms. Our discussion will be
short and focusing on the main ideas introduced in this work, many of which still
valuable (and not yet incorporated in recent work). More in-depth discussion can be
found in earlier surveys, such as [27, 54].

However, these models all have two aspects in common that set them apart from
later work: (i) no large scale evaluation was attempted: the models were either purely
theoretical, or the implementation was a proof of concept (the larger evaluation
attempts, such as Hobbs’, consider a few hundred cases); (ii) development was
guided near-exclusively by the researcher’s own intuitions, rather than by anno-
tated texts from the targeted domain. The Message Understanding Conferences
(MUC), and the development of the first medium-scale annotated resources, allowed
researchers in the field to overcome these early limitations. Other key research,
which marked as well the beginning of the resources-driven, or robustification
phase, dealt with the issue of how to arrive at truly operational implementations
of important anaphora resolution strategies – here, we will take an in-depth look at
Stuckardt’s ROSANA system that accomplishes robust syntactic disjoint reference.
In the remaining part of this chapter, we will then cover in some detail the two
most influential heuristic pronoun resolution systems – Baldwin’s CoGNIAC and
Mitkov’s MARS – and the Vieira and Poesio algorithm, one of the first to resolve
definite descriptions on a large scale. We also review briefly the two best-performing
systems that participated in the first ‘coreference’ resolution evaluation campaigns,
FASTUS and LaSIE. Heuristic-based systems are still competitive; of the modern
systems, we will discuss in some detail the Stanford Deterministic Coreference
System.
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Thus, we will survey the key approaches, algorithms, and systems of all past
research stages as identified in chapter “Introduction”, covering the knowledge-rich,
domain-specific phase, the shallow processing phase, the consolidation phase, the
resources-driven, or robustification phase, and the post-modern phase.

2 Hobbs’ ‘Naive’ Syntax-Based Algorithm

We saw in chapter “Linguistic and Cognitive Evidence About Anaphora” that
(morpho) syntactic information plays an important role both in filtering certain types
of interpretation (gender, binding constraints) and in determining preferred interpre-
tations (subject assignment, parallelism). Several algorithms have been developed
that incorporate these types of syntactic knowledge for anaphora resolution, in
particular for the resolution of pronouns.

The earliest and best-known of these syntax-based algorithms is the pronoun
resolution algorithm proposed by [28]. This algorithm, still often used as a
baseline, traverses the surface parse tree breadth-first, left-to-right, and then going
backwards one sentence at a time, looking for an antecedent matching the pronoun
in gender and number. (See Algorithm 1.)

The algorithm incorporates both syntactic constraints, in particular from binding
theory, and preferences, in particular subject and preference for first mentioned
entities. Steps 2 and 3 ensure that no NP within the same binding domain as a
pronoun will be chosen as antecedent for that pronoun, in that step 3 requires another
NP or S node to occur in between the top node (node X) and any candidate: thus for
example [NP John] will not be chosen as a candidate antecedent of pronoun him in
example (1).

(1) S
���

���
NP

John

VP
����

likes NP

him

Because the search is breadth-first, left-to-right, NPs to the left and higher in the
node will be preferred over NPs to the right and more deeply embedded, which is
consistent both with the results of [19] concerning the effects of first mention and
with the proposals and results of, e.g., [74] and [51] concerning the preference for
antecedents in matrix clauses.

Hobbs was possibly the first anaphora resolution researcher to attempt a formal
evaluation of his algorithm. He tested it (by hand, apparently) with 100 pronoun
examples from three different genres (a historical text, a novel, and a news article)
achieving 88.3 % accuracy, on the assumption of perfect parsing. Hobbs also
claimed that with the addition of selection restrictions, his algorithm could achieve
91.7 % accuracy. Several subsequent larger-scale evaluations showed that when
perfect syntactic knowledge is available (i.e., using syntactically hand-annotated
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Algorithm 1 Hobbs’ algorithm
1: Begin at the NP node immediately dominating the pronoun.
2: Go up the tree to the first NP or S node encountered. Call this node X, and call the path used

to reach it p.
3: Traverse all branches below node X to the left of path p in a left-to-right breadth-first fashion.

Propose as the antecedent any NP node that is encountered which has an NP or S node between
it and X.

4: if node X is the highest node in the sentence then
5: traverse the surface parse trees of previous sentences in the text in order of recency, the

most recent first; each tree is traversed in a left-to-right, breadth-first manner, and when an
NP is encountered, it is proposed as antecedent

6: else
7: (X is not the highest node in the sentence) continue to step 9.
8: end if
9: From node X, go up the tree to the first NP or S node encountered. Call this new node X, and

call the path traversed to reach it p.
10: if X is an NP node and if the path p to X did not pass through the N node that X immediately

dominates then
11: propose X as the antecedent
12: end if
13: Traverse all branches below node X to the left of path p in a left-to-right, breadth-first manner.

Propose any NP node encountered as the antecedent.
14: if X is an S node then
15: traverse all branches of node X to the right of path p in a left-to-right, breadth-first manner,

but do not go below any NP or S node encountered.
16: Propose any NP node encountered as the antecedent.
17: end if
18: Go to step 4

corpora) the algorithm is very competitive, if not quite as accurate as these initial
figures would suggest. Lappin and Leass [45] observed an accuracy of 82 % over
360 pronouns from their corpus of computer manuals for their reimplementation of
the algorithm. Tetrault [75] found an accuracy of 76.8 % over the 1694 pronouns in
the Ge et al. corpus of news text from the Penn Treebank, and of 80.1 % over 511
pronouns from fictional texts. Hobbs’ algorithm was also tested in a study by [50],
who found reading time evidence for a left-to-right top-down breadth-first search
for antecedents.

3 Approaches Based on Commonsense Knowledge

Although Hobbs developed his algorithm already in the 1970s, it can in fact
be seen as a very early indicator of a research paradigm shift, moving towards
shallow processing strategies that are chiefly based on less knowledge-rich sources
of evidence. But before moving further towards considering other increasingly
knowledge-poor approaches, let’s briefly look at some very early work, which
accomplishes anaphora processing based on knowledge-rich strategies.
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Much of the initial work on anaphora resolution both in computational linguistics
and in psychology was devoted to providing an account of the effects of common-
sense knowledge on anaphoric interpretation discussed in chapter “Linguistic and
Cognitive Evidence About Anaphora” and exemplified, e.g., by (2) (from [88]).

(2) a. The city council denied the women a permit because they feared violence.
b. The city council denied the women a permit because they advocated

violence.
In this section, we briefly discuss the most influential among these early models;

for more recent work, see chapter “Using Lexical and Encyclopedic Knowledge”.

3.1 Charniak

In his dissertation [9], Charniak proposed a model of the use of inference in
language comprehension largely motivated by problems in the interpretation of
anaphora. For instance, the model aimed at explaining why in (3b) pronoun it is
interpreted as referring to the piggy bank, whereas pronoun it in (3e) is interpreted
as referring to the nickel.

(3) a. Janet wanted a nickel.
b. She went to her room to get her piggy bank, and found it.
c. At first, she couldn’t get the nickel out.
d. So she shook the piggy bank again.
e. Finally, it came out.

Charniak developed a system called DSP (Deep Semantic Processing) taking
as input the hand-coded assertions that a hypothetical semantic interpreter would
produce for the sentences in an example like (3) and would carry out a number of
deductive inferences that would resolve the anaphoric references as a byproduct.
The deductive inferences were formulated in terms of PLANNER, one of the first
languages for theorem proving developed in AI [25]. Charniak’s account of the
interpretation of (3e) involved a ‘demon’ (inference rule in PLANNER) that allowed
to conclude that a possible binding for an object X that comes out is a coin Y
contained in a piggy bank Z that gets shaken. An integral part of Charniak’s proposal
is an extensive theory of ‘piggy banks’ accounting for a number of other examples
depending for their resolution on our knowledge about piggy banks.

Charniak’s proposal was only partially implemented, not systematically evalu-
ated, and has a number of known problems – e.g., the mechanism he proposed to
choose among alternative inference paths in case more than one interpretation is
possible is not very convincing – is possibly the first systematic attempt at providing
a computational account of inference in anaphora resolution. In subsequent work
(e.g., [10]) Charniak developed systems using frames in the sense of [52] to account
for ‘situational’ bridging references such as the aisles and the checkout counter
in (4).
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(4) a. Jack went to the supermarket.
b. He got a cart and started going up and down the aisles.
c. He took the goods to the checkout counter and left.

3.2 Wilks

In [86, 87] and a number of other publications, Wilks presented an ‘intelligent
analyzer and understander of English’ able to interpret English paragraphs and
translate them into French via conversion into an interlingua based on Wilks’
Preference Semantics. The system included an interesting treatment of anaphora
resolution, and in particular of the role of semantics and commonsense knowledge.

Wilks’s system did not use syntactic information. Instead, interpretation was
carried out by slotting the lexical templates encoding the lexical semantics of
the words in the sentence into basic templates – generic semantic templates
for sentences (e.g., [MAN FORCE MAN]).1 Selectional restrictions played an
important role at this stage, e.g., in identifying the correct lexical template among
those of an ambiguous word like crook to slot in the basic template for a sentence
like The policeman interrogated the crook. At the next stage, paraplates expressing
the interpretation of prepositions, other functional words, and connectives were used
to combine together the basic templates thus enriched.

Wilks classified pronouns depending on the stage at which they are interpreted
within this architecture. Type A pronouns are those that can resolved using
‘shallow’ semantic knowledge at the stage in which selectional restrictions are
applied, as in (5), where the selectional restrictions specified by the lexical template
for hungry are sufficient to choose the monkeys as the antecedent for they.

(5) Give the bananas to the monkeys, they must be very hungry.

Other cases, called Type B pronouns by Wilks, require deeper inference. For
instance, in (6), both whisky and glasses can ‘feel warm’; in order to choose among
antecedents it is necessary to carry out the inference that if object X gets drank by
person Y, X ends in Y’s stomach. According to Wilks, such inference can be carried
out using lexical semantics only. To resolve such cases, Wilks’ system entered a so-
called extended mode in which such inferences were carried out by enriching the
initial template through a process called extraction.

(6) John drank whisky from a glass. It felt warm in his stomach.

Finally, Wilks proposed that proper inference rules, that he called Common
Sense Inference Rules, were needed to interpret pronouns like it in (7). The CSIR
used in this case would conclude that when animal X ingests liquid Y it may be led
to evaluate Y.

1In Preference Semantics, semantics is expressed in terms of a small number of semantic
primitives like FORCE.
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(7) John drank whisky from a glass. It was good.

Wilks’ system was not properly evaluated, but the implementation of his
approach to use semantics and commonsense knowledge for pronoun resolution was
re-implemented and integrated with Sidner’s account of salience [66] by Carter [8];
we will discuss this system below.

3.3 Hobbs, Hobbs and Kehler

The most systematic account of the use of inference in anaphora resolution can
be found in Hobbs’ work starting from the ‘second algorithm’ proposed in his
dissertation [29]2 and expanded in a series of papers eventually leading to the theory
of ‘local pragmatics’ (Hobbs, J.R.: Discourse and inference, unpublished draft,
1986) [31] incorporated in the ‘interpretation as abduction’ framework in which
the whole of natural language interpretation was formulated as abductive inference
process [33].

To illustrate this proposal, let us consider the theory of the mutual effect
of discourse connectives and coreference started with [30], and its treatment of
example (2). We will follow the discussion in [41], a recent investigation of the
predictions of Hobbs’ theory using the methods of cognitive psychology. Let S1
be the sentence The city council denied the demonstrators a permit, and let this
sentence have the semantic interpretation

(8) deny.city_council; demonstrators; permit/

Let S2 be the continuation sentence (different in the two cases). According to
Kehler et al. (and to Hobbs), connective because signals an Explanation relation
between S1 and S2 in both versions of (2). Hobbs’ formalization of Explanation is
as follows:

Explanation: Infer P from the assertion of S1 and Q from the assertion of S2, where
normally Q ! P.

In order for the explanation of S1 in terms of S2 to be justified, some underlying
axioms must exist that, simplifying a lot, could be expressed as the single following
axiom:

(9) fear.X;V/ ^ advocate.Y;V/ ^ enable_to_cause.Z;Y;V/! deny.X;Y;Z/

Axiom (9) says that if X (the city council) fears V (the violence), Y (the
demonstrators) advocate V, and Z (the permit) enables Y to cause V, then we can
‘plausiby infer’ that X may deny Y to Z. According to Hobbs, in a situation in
which axiom (8) has been asserted, and (9) is part of commonsense knowledge about

2In which the algorithm discussed in Sect. 2 and since known as “Hobbs’ algorithm” was in
fact presented as a baseline against which to evaluate the more sophisticated algorithm using
commonsense knowledge.
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the possible reasons for denial, abductive inference simultaneously establishes the
existence of an Explanation while binding the council to X, the violence to V, the
demonstrators to Y and therefore resolving pronoun they to the appropriate entity in
both versions of S2. Clearly, such a theory does provide a convincing account for
examples like (2), but a system based on such theory must be provided with axioms
like (9).3

4 Salience: Sidner’s Algorithm

The effect of recency on anaphoric interpretation is easy to notice; as a result, some
mechanism to incorporate such preferences in anaphora resolution systems was
present from the very early days and at least since the history lists of Winograd’s
SHRDLU [88] – data structures that store the potential antecedents most recently
introduced first so that candidates are tested in the reverse order of introduction.
As discussed in chapter “Linguistic and Cognitive Evidence About Anaphora”,
however, simply choosing the most recently mentioned matching antecedent is
not a particularly effective strategy, and already Hobbs’ algorithm incorporates a
more sophisticated notion of recency, sentence based and taking the first mention
effect into account. The evidence about the effects on anaphoric interpretation
of salience (as opposed to simple recency) discussed in chapter “Linguistic and
Cognitive Evidence About Anaphora”, and in particular the work by [21, 48] and
[65], motivated a great deal of research in computational linguistics producing
models of anaphora resolution incorporating theories of salience [1, 6, 36, 45, 64,
66, 70, 71, 74, 75, 83–85]. Of these, the algorithms proposed in [66] and further
developed by [8] and [74] arguably remain to this day the most detailed model of
the effects of salience on anaphora resolution although their performance is unclear
given that only a small-scale evaluation was attempted. We discuss these algorithms,
which are representatives of the phase of (comparatively) shallow processing, in the
present section and more recent salience-based algorithms in the next.

4.1 Sidner’s Computational Model of Focus

The central component of Sidner’s theory is a discourse model with two key
structural aspects:

3For an alternative account of the inference process leading to the establishment of coherence
relations (although, to our knowledge, not of example (2)) see [4]. Systems making heavy use of
such inferences for natural language interpretation were actually implemented by SRI, some of
which also participated at the early MUC competitions, see e.g., [2, 32].
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• the organization of the entities in a semantic network inspired by the work
of Charniak, although very few details about its organization are given in the
original dissertation (see discussion of Carter’s work in which this aspect of the
theory was fleshed out below);

• data structures keeping track of which entities are currently most in focus. This
aspect of the theory is the one which has had the greatest influence on subsequent
research, in particular on the development of Centering (see next paragraph).

Sidner’s theory of local focus is articulated around three main data structures:
the discourse focus, her implementation of the notion of ‘discourse topic’ (see
discussion in chapter “Linguistic and Cognitive Evidence About Anaphora”); the
actor focus, accounting for the effects of thematic role preferences or subject
assignment; and a ranked list of the entities mentioned in the last sentence. In
addition, stacks of previous discourse foci, actor foci, and sentence foci lists are
maintained. The first substantial part of Sidner’s model are detailed algorithms
that specify how each of these structures is updated as a discourse progresses.
Unfortunately there is no space here to discuss those algorithms (the algorithm for
discourse focus update alone runs for two pages).

The second part of the model are algorithms that specify how the several focus
structures she proposes are used in anaphoric interpretation. Sidner subscribed to
an extreme version of the ‘bottom up’ view of anaphora interpretation favored by
psycholinguist: her model not only includes separate algorithms for each type of
anaphoric expression, but also different algorithms for the same anaphoric expres-
sion depending on its (semantic) position. I.e., she doesn’t simply provide different
algorithms for demonstrative and personal pronouns, but three different algorithms
for personal pronouns in agent position, non-agent position, and possessive position.
These algorithms differ regarding which local focus structures are accessed, and
in which order. Again we do not have sufficient space for presenting all of these
algorithms, but for illustration, the version of her algorithm for resolving third
person pronouns in non-agent position from [67] is shown in Algorithm 2.

No evaluation of the theory was provided in Sidner’s thesis apart from discussing
how it would work with several examples, but an evaluation was carried out by
Carter.

4.2 Carter’s SPAR System

Sidner’s algorithms were partially implemented as part of the PAL system (‘Personal
Assistant Language Understanding Program’) at MIT, and in the TDUS system
at SRI (see [27] for an extensive discussion of PAL), but the most complete
implementation of the theory was Carter’s SPAR system [8].

SPAR is based on what Carter calls the shallow processing hypothesis, which
limits calls to commonsense inference as much as possible since they are expensive
and not very reliable. The system works by first producing all initial semantic
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Algorithm 2 Sidner’s algorithm for third person pronouns in non-agent position
If the pronoun under interpretation appears in a thematic position other than AGENT,
then
1: if there is no Discourse Focus (DF) then
2: check if there are focus sets; if so, then hypothesize that the focus set serves as cospecifica-

tion.
3: end if
4: if (Recency rule) the pronoun occurs first in the sentence and the last element of the Discourse

Focus List (DFL) is an NP then
5: hypothesize a co specification between the pronoun and that DFL.
6: end if
7: if (Discourse Focus) the pronoun is plural and the DF is singular then
8: hypothesize that the pronoun co specifies with the DF and an element of the DFL or the

focus stack.
9: end if

10: Hypothesize that the pronoun co specifies with the DF.
11: if several objects associated with the DF are acceptable as co specification, and the pronoun

is plural then
12: hypothesize a plural co specification; otherwise, predict that the pronoun was used

ambiguously.
13: end if
14: if only one element associated with the DF is acceptable as co specification then
15: hypothesize the co specification.
16: end if
17: Hypothesize DFL as co specification.
18: (Actor Focus) Hypothesize AF or PAF as co specification.

interpretations of a sentence, expressed as formulas in Wilks’ Preference Semantics
formalism [86, 87] in which anaphors are left unresolved; and then attempting to
resolve all the anaphors in each reading using Sidner’s methods, and assigning
to each reading a score which depends in part on how many anaphors have been
successfully resolved and how many initial suggestions have been rejected. (It is
at this point that Sidner’s ‘normal’ inference is invoked, rejecting interpretations
for anaphors that do not satisfy some pretty basic commonsense knowledge –
see below.) The readings are then filtered, eliminating all those that do not
satisfy configurational constraints (i.e., Reinhart’s binding conditions); of those that
remain, only the highest-scoring are accepted. If there is more than one such reading,
then ‘special’ inference mode is entered, in the form of Wilks’ causal inference
rules [87]. These rules are used to modify the previous scores. If still more than
one reading has the same score, tie-breaking ‘weak’ heuristics are used. In what
follows, we will briefly discuss Carter’s modifications to Sidner’s theory, how SPAR
integrates salience and commonsense knowledge, and the results of his evaluation.

Carter’s modifications to Sidner’s theory The first modification to Sidner’s
theory proposed by Carter is to eliminate the Recency Rule (see Algorithm 2) which,
according to him, systematically led to worse results. The second modification
concerns the treatment of intrasentential anaphors, for which Sidner made no
provision. Other researchers who tackled this problem – in particular Suri and
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McCoy (discussed next) and Kameyama – proposed to deal with intra-sentential
anaphora by updating the focus registers at additional points inside the sentence,
instead of just at the end of each sentence. By contrast, in SPAR intrasentential
anaphors are handled by making some intrasentential antecedents temporarily
available by adding them to the DFL and AFL, and by modifying the rules for
resolving third-person pronouns so that they also consider these antecedents, in
addition to those stored in the other focus registers proposed by Sidner. One
advantage of this approach is that it can also be used for intraclausal anaphora.

Interaction with Commonsense Reasoning Carter’s approach to using reasoning
to resolve pronouns follows from Wilks’, who proposed that the following steps are
followed:

1. collect the candidates that match the pronoun syntactically;
2. apply selectional restrictions;
3. use analytic inference rules to derive equivalent propositions and then try to

derive an interpretation for pronouns by matching these propositions with the
original ones;

4. use commonsense inference rules again to infer new propositions and try to find
matching antecedents.

These steps are in a progression from strong syntactic constraints to weak com-
monsense inferences. Also, the first two steps can be performed separately on the
candidates for each pronoun, whereas the last two can only be performed starting
from a complete interpretation for the sentence (i.e., one in which an hypothesis
about each anaphor has been made). As a consequence, Carter proposes to identify
what Sidner calls ‘normal’ inference mode with the first two steps, which are then
performed for every pronoun; and what she calls ‘special’ inference mode with
the second two steps, which are only performed after a set of candidates for all
anaphoric expressions has been constructed, and if more than one interpretation is
still possible.

Evaluation SPAR was tested with two types of texts. The first set includes 40 short
texts (one to three sentences), written by Carter himself to test SPAR’s capabilities;
all anaphors in these texts are resolved correctly. The second set consists of 23 texts
written by others, of average length nine sentences, and containing 242 pronouns in
total; of these, 226 (D 93 %) are resolved correctly.

4.3 Suri and McCoy

Suri and McCoy [74] proposed a revision of Sidner’s theory called RAFT/RAPR.
Just as in Sidner’s theory, two foci are maintained for each sentence in
RAFT/RAPR: the Subject Focus (SF) (corresponding to Sidner’s Actor Focus)
and the Current Focus (CF) (corresponding to Sidner’s Discourse Focus). The two
foci often refer to distinct objects, although that need not be the case.
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Another characteristic that RAFT/RAPR inherits from Sidner’s theory is that in
addition to a Current Focus, a Subject Focus, and two lists of Potential Foci, the
data structures assumed by the pronoun resolution and focus tracking algorithms
also include stacks of all the information computed in previous sentences, i.e.,
a CF stack, a SF stack, a PFL stack, and a PSFL stack. Finally, the pronoun
resolution algorithm proposed by Suri and McCoy, like Sidner’s, is based on the
assumption that hypotheses are generated one at a time, and accepted or rejected by
commonsense reasoning.

The first change to Sidner’s theory introduced by Suri and McCoy is the
replacement of thematic relations with grammatical functions both in the Focusing
Algorithm and in the Pronoun Interpretation Algorithm. Thus, the SF is defined as
the subject of the sentence; the FA for computing the CF relies on syntactic notions
rather than thematic roles. And in Suri and McCoy’s version of the PIA, unlike in
Sidner’s, a distinction is made between subject and non-subject pronouns, rather
than between AGENT and non-AGENT ones. A second important modification is
that Suri and McCoy, like Carter, extend Sidner’s algorithms to include complex
sentences.

5 Other Salience-Based Algorithms: Centering Based
and Activation-Based Models

Two main families of computational models of salience alternative to Sidner’s have
been developed in Computational Linguistics. Most of the best known work has
been developed within the framework of Centering theory [22], which has also been
the theoretical foundation for a great deal of work in natural language generation
[12, 40, 44]. As discussed in chapter “Linguistic and Cognitive Evidence About
Anaphora”, Centering was originally intended as a simplification of Sidner’s model
in which only one focus was present, although in practice a ‘second focus’ is still
present in most algorithms based on Centering. In anaphora resolution, the two best
known algorithms based on Centering theory were developed by Brennan et al. [6]
and by Strube and Hahn [71].

The second family includes models which view salience as a graded notion:
instead of as discrete set of ‘foci’, such models assign a degree of salience to all
discourse entities. The earliest such model known to us is from Kantor [27] but
the best-known algorithm of this type is RAP by Lappin and Leass [45], which
we will discuss in some detail in this section, whereas in Sect. 6 we will discuss
in detail the ROSANA algorithm that aims to make Lappin and Leass’ approach
work in knowledge-poor settings. Referring to the terminology introduced in
chapter “Introduction”, we are now considering representatives of the consolidation
phase and the resources-driven, or robustification phase.
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5.1 The Centering Algorithm by Brennan, Friedman,
and Pollard

The algorithm proposed by Brennan et al. (henceforth: BFP) takes as input utterance
un and updates the local focus by choosing the pair

hCBn; ŒCF1n ; : : : ;CFm
n �i

which is most consistent with the claims of Centering. This is done in a generate-
filter-rank fashion:

1. Produce all possible hCBn; ŒCF1n; : : : ;CFm
n �i pairs. This is done by computing

the CFs – which in turn involves generating all interpretations for the anaphoric
expressions in utterance un – and ranking them.

2. Filter all pairs which are ruled out either by hard constraints (e.g., of the binding
theory) or by the constraints of Centering (see chapter “Linguistic and Cognitive
Evidence About Anaphora”): that if any CF is pronominalized, the CB is; and
that the CB should be the most highly ranked element of the CF list of un�1 that
is realized in un. The CFs are ranked according to grammatical function, with
subjects ranking more highly than objects, and these than adjuncts.

3. Finally, the remaining pairs are ranked according to the preferences among
transitions: namely, that maintaining the same CB as the most highly ranked
(continuing) is preferred over maintaining the CB, but in less prominent position
(retaining) which in turn is preferred over changing the CB (shifting).

The BFP algorithm has been extremely influential. Some of its features are grounded
in solid empirical evidence – e.g., [59] found very few exceptions for the preference
for pronominalizing the CB if any other entity is pronominalized – but other
characteristics found less empirical verification: e.g., there is little behavioral
evidence for the preferences among transitions [19] and real texts do not appear
to be consistent with such preference either [59]. BFP did not themselves provide
an evaluation of the algorithm, but [83] evaluated it by hand comparing its
performance for pronouns with that of Hobbs’ algorithm, over the same texts
used by Hobbs. The BFP algorithm performed slightly better than Hobbs’ on the
narrative texts (90 % accuracy vs. 88 %), whereas Hobbs’ algorithm performed
slightly better over the task-oriented dialogues (51 % vs. 49 %) and clearly better
with the news data (89 % vs. 79 %), the difference coming from Hobbs’ algorithm
preference for intrasentential antecedents, whereas the BFP algorithm tended to
prefer intersentential ones. However, Tetreault’s more extensive (and automatic)
evaluation in [75] suggests that the performance of Hobbs’ algorithm is actually
rather better than that of the BFP algorithm: Hobbs achieved 80.1 % accuracy with
fictional texts vs. 46.4 % for BFP, whereas with news articles, Hobbs achieved 76.8%
accuracy vs. 59.4 % for BFP.
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In the algorithm proposed by [71], ranking by grammatical function is replaced
by ‘functional’ ranking, i.e., ranking according to the taxonomy of given-new
information proposed by [60]: (hearer) old entities (i.e., anaphoric entities and
entities referred to using proper names) are ranked more highly than ‘mediated’
(i.e., bridging) references, and these more highly than hearer-new entities. Strube
and Hahn evaluated the performance of their algorithm by hand for both English and
German, using both narrative and newspaper texts for a total of around 600 pronouns
for each language, and comparing the accuracy with that of the BFP algorithm. The
performance using functional ranking was higher than using grammatical function
ranking for both languages. For English, they obtained 80.9 % accuracy as opposed
to 76 % for BFP, whereas for German, they achieved 83.7 % with functional ranking
vs. 74.8 % with grammatical function ranking. The good performance of functional
ranking was confirmed by the corpus study of [59], which found that the parameter
configuration with functional ranking was the one for which most of Centering’s
hypotheses were supported by the evidence.

5.2 The Graded Salience Approach of Lappin and Leass

An alternative account of salience effects is centered around the notion of activa-
tion. Whereas Sidner’s focusing theory and Centering account for salience effects
by stipulating a discrete number of items in focus (the discourse focus, the CB, etc.),
activation-based models assume that every discourse entity has a certain level of
activation on a graded scale (often values in the range 0. . . 1), updated after every
utterance, and that it is this level of activation that determines the likelihood of that
entity being referred to. Activation-based models are less discussed, but in fact most
commonly used in anaphora resolution systems than discrete models of salience.

The first known system of this type was proposed by [39] (see also [27] for
discussion), but the best known models are the MEMORY system proposed by
[1] (which also includes a detailed theory of semantic network use in anaphora
resolution), and the RAP pronoun resolution algorithm proposed by [45], that builds
on Alshawi’s work but includes several innovations, above all the first extensive
treatment of expletives, and has become one of the best known pronoun resolution
algorithms in CL. RAP also incorporates a sophisticated treatment of binding
constraints.

Lappin and Leass’s algorithm is another good example of the generate-filter-rank
model of anaphora resolution. RAP takes as input the output of a full parser, and
uses the syntactic information to filter antecedents according to binding constraints,
specifically (i) antecedents of non-reflexives when the pronoun occurs in the
argument, adjunct or NP domain of the potential antecedent (e.g. Johni wants to
see him�i, Shei sat near her�i, Johni’s portrait of him�i), and (ii) non-pronominal
antecedents that are contained in the governing phrase of the pronoun (Hei believes
that the man�i is amusing, Hisi portrait of John�i). Reflexive pronouns are instead
resolved to an antecedent that fulfills the binding criteria.
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Of all the candidates that pass the syntactic filter and are number and gender
compatible with the pronoun, the one with the highest salience weight is selected,
breaking ties by selecting the closest antecedent.

Each mention receives an initial salience weight, consisting of:

• A sentence recency weight, which is always 100.
• Additional weights for mentions not occurring in dispreferred position such as

embedded in a PP (head noun emphasis, 80), or in a topicalized adverbial PP
(Non-adverbial emphasis, 50).

• A weight depending on the grammatical function (80 for subjects, 50 for direct
objects, 40 for indirect objects or oblique complements). Predicates in existential
constructions also receive a weight (70).

The weight for each antecedent mention is halved for each sentence boundary that is
between anaphor and then summed across all the members of the coreference chain
of a candidate. To this salience value for the discourse entity, two local factors are
added: one for parallelism of grammatical roles (35) and a penalty for cataphora
(�175), which is applied to antecedent candidates that appear after the anaphoric
pronoun.

Lappin and Leass evaluated RAP using 360 previously unseen examples from
computer manuals. RAP finds the correct antecedent for 310 pronouns, 86 % of
the total (74 % of intersentential cases and 89 % of intrasentential cases). Without
the combination of salience degradation and grammatical function/parallelism
preferences, the performance gets significantly worse (59 % and 64 %, respectively),
whereas other factors seem to have a much smaller impact (4 % loss in accuracy
for a deactivation of the coreference chains features, 2 % loss for a deactivation of
the cataphora penalty). By contrast, their reimplementation of Hobbs’s algorithm
achieves 82 % accuracy on the same data.

5.3 The Shallow Implementation of RAP by Kennedy
and Boguraev

Lappin and Leass use deep linguistic information in three places: firstly, to deter-
mine binding-based incompatibility and restrictions on the resolution of reflexives;
secondly, to assign salience weights based on grammatical functions; thirdly, they
use the parser’s lexicon to assign the gender of full noun phrases. An approach based
on shallow processing would have to approximate the syntax-based constraints
based on the information in partial parses, and use a heuristic approach to reach full
coverage for gender determination. Kennedy and Boguraev [42] use a Constraint
Grammar parser that determines morphological tags and grammatical functions and
allows the identification of NP chunks, but does not yield enough information for
constructing a complete tree, and report 75 % resolution accuracy for news text,
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citing incomplete gender information and quoted passages as the most important
source of errors.

Kennedy and Boguraev don’t provide formal descriptions of the rules they
employ for robustly emulating the syntactic disjoint reference conditions on the
Constraint Grammar parses. However, as this is definitely a key issue for robust,
truly operational anaphora resolution, we will take a look on another thorough solu-
tion below in Sect. 6, providing an in-depth description of the ROSANA algorithm
by Stuckardt, which works on potentially fragmentary full parses.

5.4 Centering ff.: The Algorithms by Strube and Tetreault

The algorithms proposed by [70] and [75] were inspired by Centering, but are in
fact a version of the activation models in which activation scores (a partial order)
are replaced by a list (a total order).

Tetreault’s algorithm, Left-to-Right Centering (LRC), shown in Algorithm 3, is
the simplest and yet arguably the most effective algorithm inspired by Centering. It
combines the idea of ranking of CFs from Centering with several ideas from Hobbs’
algorithm.

Tetreault evaluated his algorithm using a corpus of texts from two genres:
news articles (a subset of the Penn Treebank containing 1694 pronouns annotated
by [18]), and fictional texts (also from the Penn Treebank, for a total of 511
pronouns). Tetreault also compared his algorithm with a variety of baselines, and
with reimplementations of the BFP and Hobbs algorithms. On news articles, LRC
achieved an accuracy of 80.4 %, as opposed to 59.4 % for BFP and 76.8 % for

Algorithm 3 Tetreault’s LRC algorithm
1: for all Un do
2: parse Un

3: for all CFi in the parse tree of Un traversed breadth-first, left-to-right do
4: if CFi is a pronoun then
5: search intrasententially in CF-partial(Un), the list of CFs found so far in Un, an

antecedent that meets feature and binding constraints.
6: if found matching antecedent then
7: move to the next pronoun in Un

8: else
9: search intersententially in CF(Un�1) an antecedent that meets feature and binding

constraints.
10: end if
11: else
12: add CFi to CF-partial(Un)
13: end if
14: end for
15: end for
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Hobbs. On fiction, LRC achieved 81.1 % accuracy, compared with 80.1 % of Hobbs
and 46.4 % of BFP.

6 Robust Syntactic Disjoint Reference: Stuckardt’s
ROSANA System

In recognizing that the Lappin and Leass algorithm [45] is not applicable in
knowledge-poor scenarios as it requires full and unambiguous parses, the ROSANA4

algorithm by Stuckardt aims at generalizing the generate-filter-rank approach in
order to make it work on partial (in the sense of fragmentary) parses. The focus
is on respectively restating the syntactic disjoint reference conditions (derived
from principles A, B, C and the i-within-i constraint of Binding Theory (BT)) so
that as much configurational evidence as possible is exploited. Compared to the
above-mentioned approach of Kennedy and Boguraev [43], which employs heuristic
rules to partially reconstruct constituent structure from the results of a shallower
preprocessing, it is thus aimed at exploiting syntactic evidence in the best possible
way. ROSANA resorts to the potentially fragmentary parses derived by the robust
FDG parser for English of Järvinen and Tapanainen (1997: [35]).5

In Fig. 1, the filtering and ranking/selection phases of the ROSANA algorithm are
specified. There are three main steps: (1) candidate filtering, (2) candidate scoring
and sorting, and (3) antecedent selection. In the filtering step, standard restrictions
such as number-gender agreement and syntactic disjoint reference criteria are
applied. In the scoring and sorting (= ranking) step, a numerical plausibility score
comprising various factors is computed for each remaining candidate; in particular,
this includes a graded salience weight similar to that employed by Lappin and Leass.
Finally, in the selection step, for each anaphor, the highest scoring candidate that
has survived filtering is chosen; as there might be interdependencies between the
individual antecedent decisions, special care is taken to avoid conflicting antecedent
assignments.

It would be beyond the scope of this exposition to describe these steps in full
detail; the reader is referred to Stuckardt (2001: [72]) for further information on,
e.g., how ROSANA implements graded salience, and how it identifies anaphors to be
resolved and antecedent candidates in the preceding generate phase. However, some
more space shall be allocated to discussing the key issue of robust syntactic disjoint
reference implementation. In the respective filtering step 1b, which, by definition,
considers intrasentential candidates only, two cases are distinguished: anaphor and
candidate occur in the same subtree of the (possibly fragmentary) parse, vs. anaphor
and candidate occur in different subtrees. It is the latter condition that signifies

4ROSANA D Robust Syntax-Based Interpretation of Anaphoric Expressions.
5The FDG parser is the predecessor of the commercially available Connexor Machinese Syntax
parser (www.connexor.com).

www.connexor.com
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1. Candidate Filtering: for each anaphoric NP α , determine the set of admissible antecedents
γ:

a. verify morphosyntactic or lexical agreement with γ;
b. if the antecedent candidate γ is intrasentential:

• if α and γ belong to the same syntactic fragment, then verify that
i. the binding restriction of α is constructively satisfied,

ii. the binding restriction of γ is not violated,
iii. no i-within-i configuration results;

• else (α and γ belong to different syntactic fragments) try the rule patterns:
iv. if one of the patterns [E2], [E3a], [E3b], [E4], or [F2] is

matched, then some binding restrictions are violated,
v. else if one of the two i-within-i rule patterns applies,

then some binding restrictions are violated,
vi. else if pattern [E1a], [E1b], or [F1] applies,

then the binding restrictions of α and γ are satisfied,
vii. else (no rule pattern applies) assume heuristically

that the binding restrictions of α and γ are satisfied;
c. if α is a type B pronoun, antecedent candidate γ is intrasentential, and, with respect

to surface order, γ follows α , verify that γ is definite.

2. Candidate scoring and sorting:

a. for each remaining anaphor-candidate pair (αi,γ j): based on a set of preference
heuristics, determine the numerical plausibility score v(αi,γ j).
If the binding-theoretic admissibility was approved heuristically in step 1(b)vii, then
reduce the plausibility score v(αi,γ j) by a constant value;

b. for each anaphor α: sort candidates γ j according to decreasing plausibility v(α,γ j);
c. Sort the anaphors α according to decreasing plausibility of their respective best an-

tecedent candidates.

3. Antecedent Selection: consider anaphors α in the order determined in step 2c. Suggest
antecedent candidates γ j(α) in the order determined in step 2b.
Select γ j(α) as candidate if there is no interdependency, i.e. if

a. the morphosyntactic features of α and γ j(α) are still compatible,
b. for all occurrences δγ j(α) and δα the coindexing of which with γ j(α) and (respec-

tively) α has been determined in the current invocation of the algorithm: the coin-
dexing of δγ j(α) and δα , which results transitively when choosing γ j (α) as anteced-
ent for α , does neither violate the binding principles nor the i-within-i condition, i.e.

• if δγ j(α) and δα belong to the same syntactic fragment, then, for both occur-
rences, verify the respective binding conditions and the i-within-i condition ac-
cording to steps 1(b)ii and 1(b)iii,

• else if δγ j(α) and δα belong to different syntactic fragments, then proceed ac-
cording to steps 1(b)iv, 1(b)v, 1(b)vi, and 1(b)vii (with the exception of the rule
patterns [F2], [E2], and [E4], by means of which binding principle A is con-
structively verified).

(The case δγ j(α) = γ j(α) ∧ δα = α does not need to be reconsidered.)

Fig. 1 Stuckardt’s ROSANA algorithm – candidate filtering and ranking/selection phases
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[F1]
√ {. . .Fi = [ . . . bc( )(. . . typeB . . .) . . . ],..,Fj = [ . . . bc( )(. . . typeB . . .) . . . ]. . .}

[F2] ∗ {. . .Fi = [ . . . bn( )(. . . typeA/B/C . . .) .. ],..,Fj = [ . . . bc( )(. . . typeA . . .) .. ] . . .}

[E1a]
√ {. . .Fd = [ . . . typeA/B/C . . . ],. . .,Fe = [ . . . bc( )(. . . typeB . . .) . . . ]. . .}

[E1b]
√ {. . .Fd = [ . . . typeB/C . . . ],. . .,Fe = [ . . . bc( )(. . . typeB . . .) . . . ]. . .}

[E2] ∗ {. . .Fd = [ . . . typeA/B/C . . . ],. . .,Fe = [ . . . bc( )(. . . typeA . . .) . . . ]. . .}
[E3a] ∗ {. . .Fd = [ . . . typeA/B/C . . . ],. . .,Fe = [ . . . typeC . . . ]. . .},

if c-commands regardless of the attachment choice

[E3b] ∗ {. . .Fd = [ . . . typeA/B/C . . . ],. . .,Fe = [ . . . typeC . . . ]. . .},
if c-commands regardless of the attachment choice

[E4] ∗ {. . .Fd = [ . . . typeA . . . ],. . .,Fe = [ . . . bn( )(. . .
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Fig. 2 Rule patterns employed by ROSANA for robust binding constraint verification

the application case of a set of rule patterns specifically designed to emulate the
syntactic disjoint reference conditions on incomplete parses, i.e., parse fragments as
typically occurring due to structural (PP, adverbial clause, etc.) ambiguities. To look
at one particular case, rule pattern [F2]6

� f: : :Fi D Œ : : : bn.�/.: : : �type A=B=C : : :/ : : : �;: : :;Fj D Œ : : : bc.˛/.: : : ˛type A : : :/ : : : � : : :g
applies for reflexive (= BT type A) pronouns ˛ that occur in syntactic fragments Fj

which contain their binding categories bc.˛/. Any candidate � of arbitrary BT type
(A, B, or C) that occurs in a different fragment Fi containing its branching node
bn.�/ can be discarded (pattern prediction: �) since it is impossible to structurally
conjoin the two fragments in a way that � , as required by BP A of ˛, locally
binds ˛: in case the anaphor’s fragment is subordinated under the candidate’s
fragment, the presence of bc.˛/ ensures that no relation of local binding holds;
in the opposite case, the presence of bn.�/ rules out that a relation of c-command
may be established.

The complete set of patterns employed by ROSANA to robustly implement the
syntactic disjoint reference conditions is displayed in Fig. 27; their binding-theoretic
background is explicated in Fig. 3.8

In the antecedent selection step, individual antecedents are iteratively chosen in
the order of decreasing plausibility, employing a greedy strategy. Two additional
tests check for compatibility with the decisions made so far. In particular, step 3b
accounts for the proper verification of the syntactic disjoint reference conditions,

6Notational conventions: round brackets delimit constituents; square brackets emphasize fragment
(= parse subtree) boundaries.
7Between fragments named Fd and Fe, an embedding relation is assumed, requiring that the parser
provides the additional information that the latter fragment is subordinated to the former.
8The two additional basic patterns that are employed in step 1(b)v for verifying the i-within-i
condition of BT are specified in Stuckardt (2001: [72])
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[F1] BP B of / is satisfied does not locally bind ∧ does not locally bind

[F2] BP A of is violated does not locally bind ∨ does not c-command

[E1a] BP B of is satisfied does not locally bind

[E1b] BP B of is satisfied does not locally bind

[E2] BP A of is violated does not locally bind

[E3a] BP C of is violated c-commands

[E3b] BP C of is violated c-commands

[E4] BP A of is violated does not c-command
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g
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g
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Fig. 3 Binding-theoretic background of the ROSANA rule patterns

which characterize valid index distributions rather than valid individual relations of
anaphoric resumption. To give an example, in the case

John informs Jerome that he will call him tomorrow.

the antecedent decisions John  he and John  him are both individually
admissible, as the binding conditions of anaphor (BP B) and antecedent (BP C)
are satisfied; however, combining these decisions would lead to the unacceptable
index assignment

* Johni informs Jeromej that hei will call himi tomorrow.

as the binding condition of the type B pronoun him gets transitively violated.
Again, the test distinguishes between whether anaphor and antecedent candidate
occur in the same or in different parse fragments, applying the above patterns
where appropriate. Regarding the binding condition of type A pronouns (reflexives,
reciprocals), care has to be taken not to be overly restrictive, taking into account that
further non-local coindexings are admissible as long as there is one local antecedent
as constructively demanded by BP A:

Johni says that hei shaves himselfi.

ROSANA has been fully implemented9 and automatically evaluated on a mid-
sized corpus of referentially annotated news agency press releases. Evaluation has
been carried out employing diverse measures, including model-theoretic corefer-
ence scoring ([82], .P;R/ D .0:81; 0:68/), immediate antecedents (accuracy of
0:71 for third-person non-possessives, and 0:76 for third-person possessives), and
nonpronominal antecedents (accuracy of 0:68 and 0:66, respectively). According
to an error case breakdown by Stuckardt, none of the seven incorrect antecedent
choices that are due to failures of the syntactic disjoint reference strategy (out of a

9See www.stuckardt.de/index.php/anaphernresolution.html for details about the distribution; there
is as well an implementation available for the German language, which works on the output of the
Connexor Machinese Syntax parser.

www.stuckardt.de/index.php/anaphernresolution.html
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total of 246 wrong antecedent choices) are caused by wrong predictions of its robust
operationalization, which is still partly heuristic; rather, these failures are identified
to be caused by wrong (in contrast to partial) parsing results, among which cases
of wrongly interpreted ambiguous relative clauses are prevailing. Stuckardt thus
concludes that the robust implementation of syntactic disjoint reference is nearly
optimal, identifying the possibility of a further slight improvement based on an
employment of a more defensive parsing strategy.

7 Heuristic Approaches: Pronoun Resolution

Both ROSANA and Boguraev and Kennedy’s reimplementation of RAP are early
representatives of the resources-driven, or robustification phase, which began
around 1995. In those years, the focus of Computational Linguistics started to
shift towards algorithms and systems whose performance could be evaluated over
larger datasets. In anaphora resolution, as well, the ability to carry out larger-
scale evaluation started to be considered essential. This led to the development
of a new generation of algorithms and systems that could be evaluated in this
way. Such algorithms typically did not assume that perfect syntactic knowledge
or commonsense knowledge were available, as neither large-scale full parsing, nor
large-scale lexical resources, were possible at the time. Instead, heuristic methods
were employed to get around these limitations.

In this section we discuss two other well known heuristic algorithms for pronoun
resolution, which are typical examples for the resources-driven, or robustification
phase: CogNIAC, due to Breck Baldwin [5] and MARS, due to Mitkov [53]. In the
next, we will discuss the Vieira/Poesio algorithm for definite description resolution,
which is also one of the first examples of an approach based on machine learning.

7.1 CogNIAC

CogNIAC was designed around the assumption that Hobbs’ conclusion in [29] that
anaphora resolution necessarily requires commonsense knowledge was incorrect or,
at least, overly pessimistic, and that there is a sub-class of pronominal anaphora
that does not require general purpose reasoning. Like most other knowledge poor
systems discussed above and in this section, CogNIAC only requires part-of- speech
tagging, recognition of noun phrases, and agreement information; it can use full
parse trees if available.

What makes CogNIAC historically important is that it pioneered the ‘precision
first’ approach to anaphora resolution that still underlies the best performing
anaphora resolution systems, and, in particular, the Stanford Sieve approach dis-
cussed later in this section [47, 63]. CogNIAC resolves pronouns by applying
a series of rules ordered so that the most reliable (over a set of 200 ‘training’
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pronouns) apply first. Another sense in which CogNIAC is precision oriented is
that its basic version does not attempt to resolve all pronouns, but only those to
which rules of sufficient precision apply. The six rules, with their performance on
the ‘training’ pronouns, are as follows:

1. UNIQUE IN DISCOURSE: if there is a single matching antecedent i in the
read-in portion of the entire discourse, then pick i as the antecedent.
Accuracy: 8 correct, 0 incorrect

2. REFLEXIVE Pick nearest possible antecedent in read-in portion of current
sentence if the anaphor is a reflexive pronoun.
Example of application: Mariana motioned for Sarah to seat herself on a two-
seater lounge.
Accuracy: 16 correct, 1 incorrect

3. UNIQUE IN CURRENT + PRIOR If there is a single possible antecedent i in
the prior sentence and the read-in portion of the current sentence, then pick i as
the antecedent.
Example of application: Rupert Murdoch’s News Corp. confirmed his interest
in buying back the ailing New York Post. But analysts said that if he winds up
bidding for the paper,. . . .
Accuracy: 114 correct, and 2 incorrect

4. POSSESSIVE PRO If the anaphor is a possessive pronoun and there is a single
exact string match i of the possessive in the prior sentence, then pick i as the
antecedent.
Accuracy: 114 correct, and 2 incorrect

5. UNIQUE CURRENT SENTENCE If there is a single possible antecedent in
the read-in portion of the current sentence, then pick i as the antecedent.
Accuracy: 21 correct, and 1 incorrect

6. UNIQUE SUBJECT/SUBJECT PRONOUN If the subject of the prior sen-
tence contains a single possible antecedent i, and the anaphor is the subject of its
sentence, then pick i as the antecedent.
Example of application: Besides, if he provoked Malek, uncertainties were
introduced, of which there were already far too many. He noticed the supervisor
enter the lounge . . .
Accuracy: 11 correct, and 0 incorrect

In [5], CogNIAC was systematically evaluated on narrative texts (where its
performance was compared with that of Hobbs’ naive algorithm, finding similar
performance), on WSJ texts (achieving a recall of 78 % and precision of 89 %), and
over the 30 articles in the MUC-6 test data (CogNIAC was the pronoun resolution
component of the University of Pennsylvania’s MUC-6 submission) achieving a
recall of 75 % and a precision of 73 %.



Early Approaches to AR 77

7.2 MARS

Mitkov’s MARS, like CogNIAC, is based on the assumption that a great number of
pronouns can be resolved using what Mitkov calls knowledge-poor methods ([53];
see also Chapter 7 of [55]). Specifically, MARS relies only on the output of a Part-
of-Speech tagger and of a parser–Conexor’s FDG dependency parser [35],also used
by ROSANA.

And indeed, MARS can be viewed as a stripped-down version of ROSANA: choose
as actual antecedent the one among the potential antecedents that matches the
pronoun in gender and number and has the higher ‘score’. More specifically, MARS

consists of five steps:

1. Parse the text using the FDG parser, that extracts parts-of-speech, lemmas,
syntactic function, number, and dependency relations between the NPs.

2. Identify the pronouns to be processed. MARS only attempts to resolve third
person personal and possessive pronouns; non-anaphoric instances of it are
identified using Evans’ algorithm [13].

3. The competing candidates of every pronoun identified in phase 2 are extracted.
These are the NPs in the current and preceding two sentences that match the
pronoun in gender and number and pass three syntax filters derived from [43].

4. The antecedent indicators (14 in total) are applied to each potential candidate
to compute its score.

5. The candidate with the highest score is chosen. If two candidates have an equal
score, the most recent candidate is chosen.

The heart of MARS are the rules for calculating the antecedent indicators.
These rules are heuristics expressing preferences deriving from syntax, lexi-
cal/commonsense knowledge, and salience, and can either increase (‘boost’) the
score of a candidate antecedent or decrease (‘impede’) it. Examples of boosting
indicators include:

• First noun phrase: this indicator increments the score of the first NP in a sentence
by +1 – i.e., it aims to capture the first mention advantage (as discussed in
chapter “Linguistic and Cognitive Evidence About Anaphora”).

• Indicating verbs: this indicator increases by +1 the score of NPs that immediately
follow certain verbs – on the basis of evidence about the so-called implicit
causality effect [17, 69].

Examples of impeding indicators are

• Indefiniteness: The score of indefinite NPs is decreased by 1 by this indicator, in
keeping with evidence that definite NPs are more salient.

Referential distance is an example of an indicator that can either increase or
decrease the score of a potential antecedent: antecedents preceding the pronoun but
occurring in the same sentence have their score increased by +2, antecedents in the
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previous sentence by +1, antecedents in the sentence before that by 0, and all other
antecedents have their score decreased by 1.

Different versions of MARS incorporating slightly different syntax filters and
indicators were developed and evaluated for English, Arabic, Polish and Bulgarian.
The English version was evaluated on a corpus of eight computer hardware/software
technical manuals, containing a total of 247,401 tokens and 2263 anaphoric
pronouns. The best success rate was 61.55 %. The Bulgarian version was evaluated
on texts from two different domains containing a total of 221 pronouns, achieving a
success rate of 75.7 %.

MARS has been very influential, and versions of the algorithm have also been
incorporated in platforms such as GUITAR [56].

8 Definite Descriptions: The Vieira and Poesio Algorithm

Most of the approaches and algorithms described in the chapter so far, whether
theoretically inspired or heuristic-based, deal mainly or exclusively with pronominal
anaphora; insofar as they cover noun phrases and proper nouns (e.g., in terms
of Binding Theory: type C occurrences), the resolution heuristics employed (e.g.,
string matching) are quite simple and surface-oriented. (The two exceptions are Sid-
ner’s algorithm, which covers all definite noun phrases, and Hobbs’ commonsense-
knowledge based approach, which covers all noun phrases.) There are two reasons
for this focus on pronouns: a theoretical one – pronominal anaphora is much more
governed by grammatical competence that full nominal anaphora – and a practical
one – interpreting pronouns depends less on lexical, commonsense and encyclopedic
knowledge than other types of anaphoric interpretation; hence, shallow approaches
are more likely to achieve good results for this type of anaphora. By contrast,
Vieira and Poesio [57, 58, 76–81] deliberately focused on definite descriptions in
their research, as the type of nominal anaphora most likely to lead to interesting
findings about the effect of lexical and commonsense knowledge on anaphoric
interpretation. In contrast to pronouns, which only encode grammatical information
and degree of salience, definite descriptions such as the man, or the city encode
much more information. As such, they are often used to realize subsequent mentions
for expressions that are less salient because they are farer away and/or because they
are non-animate, and the choice of potential antecedents is far greater. In addition,
definite noun phrases that are sufficiently informative (the president of Peru, the man
I met yesterday) can be non-anaphoric/discourse-new (i.e., correspond to a newly
introduced entity). In this section, we discuss their system(s).
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8.1 Corpus Analysis

The system developed by Vieira and Poesio was the first anaphora resolution system
based on a systematic corpus annotation (of around 1,400 definite descriptions in
the WSJ portion of the Penn Treebank) [57, 76] employing a reliability analysis
in the sense of [7]. The annotation was designed to identify the major classes of
definite descriptions so as to plan the effort. Familiarity-based theories (e.g., [24])
would predict that the majority of definite descriptions would be anaphoric; this
would suggest putting most of the time on improving the resolution of anaphoric
definites, as indeed done by most systems previously. By contrast, uniqueness-based
theories (e.g., [49, 61]) would view anaphoric definites as only one type of definite
description, and not necessarily the main one.

Vieira and Poesio’s corpus annotation provided support for a uniqueness-based
analysis. Only between 30 % and 40 % of definite descriptions in the corpus could
be considered discourse-old in the sense of Prince; between 60 % and 70 % were
discourse-new, including larger-situation definites (the Iran-Iraq war), unfamiliar
cases (the result of the analysis is . . . ) and associative descriptions (also known
as bridging, see below). The analysis of bridging references carried out by Vieira,
Teufel and Poesio [58, 81] also identified those cases of associative description that
could be reliably identified and resolved using lexical resources such as WordNet
[14].

As a result, the system(s) developed by Vieira and Poesio [76, 78–80] include
three types of methods: a set of heuristics to determine whether a definite description
is likely to be discourse-new; a second set of heuristics to determine if a noun phrase
in the preceding text is likely to be the antecedent to the (suspected) anaphoric
definite noun phrase; and finally, heuristics relying on WordNet to identify the
possible anchors of bridging references. We discuss each type of method in turn.

8.2 Heuristics for Recognizing Discourse-New Definite
Descriptions

Discourse-new descriptions include, first of all, those definites that [23] called
larger situation uses – terms whose uniqueness can be established on the basis
of encyclopedic knowledge, such as the pope, the moon, the sky, or terms that have
only one, or only one salient, referent for their class, such as time references (hour,
time, month). In general, recognizing such cases requires encyclopedic knowledge;
Vieira and Poesio’s system used instead a series of heuristics. First of all, the system
used a small list of such terms. Second, the system included a heuristic to classify
as larger situation definites whose modifiers included a named entity (the Iran-Iraq
war) or a numerical modifier (the 1987 stock-market crash).

Both [49] and [23] also discussed however a number of additional categories of
discourse-new definites that could be recognized without recourse to encyclopedic
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knowledge. A first example are superlatives such as the richest and other definites
modified by ordinals such as first or by modifiers such as only or best. The use of
such definites presupposes a unique first (only, or best) element of a given universe,
as in
(10) Mr. Ramirez just got the first raise he can remember in 8 years, to $8.50 an

hour from $8.
Hawkins [23] grouped such definites into a class of definites relying on special

predicate premodifiers, and Vieira and Poesio’s system included a heuristic that
suggested that definites with one of those modifiers are discourse-new.

Another category of non-large situation discourse-new definites are those whose
head is a functional predicate with complement. This includes predicates such
as result, fact, or idea, which are interpreted as nonanaphoric when they have a
complement (typically a clause):
(11) Mr. Dinkins also has failed to allay Jewish voters’ fears about his association

with the Rev. Jesse Jackson, despite the fact that few local non-Jewish
politicians have been as vocal for Jewish causes in the past 20 years as
Mr. Dinkins has.

Vieira and Poesio’s system included a list of such functional predicates.
Finally, Vieira and Poesio’s system include syntax-based methods to recognize

postmodifiers typical of discourse-new noun phrases, particularly restrictive post-
modifiers and appositions. As pointed out by Hawkins, definites modified by
relative clauses which are introduced by relative pronouns (such as who, whom,
which, where, when, why, or that) are typically discourse new. Other indicators of
discourse novelty are non-finite clauses or prepositional phrases when they occur as
postmodifiers.

Much subsequent research has been carried out exploring discourse new detec-
tion; this research is discussed in a separate chapter “Detecting Non-reference and
Non-anaphoricity”.

8.3 Anaphoric Definites, Same-Head Antecedent

The simplest heuristic in the resolution of definite description is to look for a
potential antecedent which has the same head as the head of the definite description
(e.g., a mushroom – the mushroom). Vieira and Poesio’s system includes additional
heuristics to improve the precision of the resolution.

Firstly, segmentation heuristics filter out potential antecedents that are not
salient enough or too far away – corresponding to the intuition that a referent
introduced in the second sentence of an article may have been forgotten when the
reader is at the 50th sentence of the article. In its simplest form, such a heuristic may
filter out any potential antecedents that are more than n sentences away. However,
such a hard constraint filters out a considerable number of correct antecedents.
Vieira and Poesio therefore use additional criteria in their loose segmentation
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heuristic. This heuristic admits potential antecedents from outside the given window
(typically four sentences) if the antecedent is either (i) a subsequent mention
(corresponding to the intuition that subsequent mentions are somehow entrenched
and do not fade out of memory as quickly) or (ii) string-identical (including the
article) to the previous mention.

Secondly, compatibility heuristics attempt to deal with the fact that noun
phrases with the same noun head are sometimes not valid antecedents when they
have incompatible modifiers: For example, a blue car is not a valid antecedent for
the red car, or that software from the US and the software from India cannot co-refer.

Vieira and Poesio’s heuristics consider both premodifiers and postmodifiers, and
generally treat modifiers as incompatible when they have different surface strings.
Their heuristic admits certain kinds of subset/superset relations for the modifiers of
an antecedent:

• When the premodifiers of the antecedent are a superset of the premodifiers of the
definite description (e.g. the colored car to a blue car)

• When a possible antecedent has no premodifiers at all (in which case the
additional premodifiers of the definite description are assumed to include new
information about an old referent, as in resolving the lost check to a check).

If there are multiple potential same-head antecedents, the closest one is chosen
(recency heuristic).

8.4 Bridging Descriptions

The antecedent of many anaphoric definite descriptions has a nominal head that
differs from that of the definite description. This is one example of bridging
reference [11]. Vieira and Poesio’s system includes methods for dealing with this
class of bridging references (for which Vieira and Poesio use the term coreferent
bridging) as well as for some types of associative bridging. In their corpus, about
15 % of definite descriptions belong to their “bridging” category, against about 30 %
of all definite descriptions that have a same-head antecedent.

Some cases of coreferent bridging depend on lexical knowledge about lexical or
conceptual relations that is available from WordNet. This includes the case in which
the two head nouns are synonyms of each other (suit vs. lawsuit), or when the head
noun of the antecedent is a hyponym of the head noun of the anaphor (as in dollar
vs. currency). In the case of near-synonymy, the synsets may also be coordinate
sisters, i.e., direct hyponyms of a common hyperonym (e.g., home and house).

Another heuristic for coreferent bridging proposed by Vieira and Poesio concerns
references to named entities, as in Pinkerton Inc. subsequently mentioned as
the company. To recognize such links, Vieira and Poesio use a combination of
a named entity recognizer (which detects named entities and categorizes them as
either person, location, or organization) and the conceptual knowledge in WordNet.
Coreference is assumed when the definite description is a hyponym of a synset that
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is indicative for one of the named entity categories (in particular, country, city, state,
continent, language or person), and the postulated antecedent has this particular
named entity type. To aid this process, the output of the named entity recognizer is
refined by using full name mentions such as Mr. Morishita to assign a named entity
type to ambiguous shortened mentions such as Morishita.

In cases of associative bridging, one heuristic relies on meronymy relations in
WordNet, such as the living room being a part of the flat.

In several cases, a bridging description that is not introduced by a noun phrase can
be recovered from syntactic material, such as cases in which a bridging antecedent
is a prenominal modifier of the antecedent (the discount packages as antecedent
to the discounts), but also cases in which the antecedent to a definite description
is a verb phrase such as the clause Kadane oil is currently drilling two oil wells
licensing a subsequent definite noun phrase the activity.

Yet other cases, such as definite descriptions that are licensed through discourse
topic or other means (as in the industry in a text referring to oil companies) or
more general world knowledge, are completely out of the reach of heuristics such
as those proposed by Vieira and Poesio both because they present challenges for the
annotation [57] and because the necessary lexical/commonsense knowledge was not
available.

8.5 Putting It All Together

The overall architecture of the Poesio/Vieira system is very simple. The system goes
through the text sentence by sentence. Whenever a new sentence is encountered,
the segmentation window is updated, and all mentions extracted.10 The system
then heuristically identifies all definite descriptions; all the other NPs, except for
pronouns, are taken to be discourse-new, and to introduce a new file card (the
internal representation of discourse entities). The system then uses a decision-tree
(hand-coded or learned, see below) to classify each definite description as discourse-
new or discourse-old using the heuristics; a new file card is created for every definite
description classified as discourse-new, whereas the information for discourse-old
entities is added to the file card of their antecedent.

Both the selection of the specific heuristics to be included in the decision tree,
and the overall order of the heuristics, were carried out empirically, using a corpus of
about 1,000 annotated definite descriptions for development, and a test set consisting
of about 400 definite descriptions for testing. We summarize some of results here;
see [76] for details.

Choosing among different variants of a heuristics Vieira and Poesio found that
their loose segmentation with recency heuristic (81.44 % F for a loose 4-sentence

10Sentences and mentions are gold, extracted from the Penn Treebank annotation. The mentions
and heuristically aligned with the output of a NE recognizer.
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window) works considerably better than only using recency (79.62 % F), which
in turn works better than just using a hard distance cutoff (69.76 % F for a strict
window).

In the realm of compatibility heuristics, they show that the system using the two
heuristics (requiring that the antecedent either contains a superset of the definite
description’s modifiers, or has none at all) works better (with, again, 81.44 % F) than
a version that does not check modifier compatibility (80.19 % F) or that only allows
antecedents with a superset of the definite description’s modifiers (79.12 % F).

The heuristics for first-mention uses of definite descriptions show varying preci-
sion ranging from 75 % to 93 % for most heuristics (postmodification, apposition,
names, time references, unexplanatory modifiers) on the training data. Vieira and
Poesio identify problem sources in copula construction (where the distinction
between subject and predicate in sentences such as 12 is not always clear), and
in restrictive premodification, which can also carry new information about an old
antecedent:
(12) a. The key man seems to be the campaign manager, Mr. Lynch.

b. in the fear that an aftershock will jolt the house again.
. . .
As Ms. Johnson stands outside the Hammock house after winding up her
chorse there, the house begins to creak and sway.

In the realm of bridging descriptions, WordNet relations generally have a
precision ranging from 36 % (synonymy) to 20 % (coordinate sisters). Vieira and
Poesio conclude that the knowledge encoded in WordNet is not sufficient to
interpret all semantic relations that are involved in bridging resolution.

Optimal configuration of the heuristics Vieira and Poesio ended up with
seven heuristics for identifying discourse-new definites and resolving same-
head anaphoric definites, as well as additional heuristics for resolving bridging
descriptions. These heuristics were employed to develop three variants of their
system, all of which based on decision trees:

1. A version ignoring bridging references and only attempting to identify discourse-
new and discourse-old descriptions and to resolve the latter, in which the decision
tree specifying the order of the heuristics was determined by their precision, as
in CoGNIAC (see Fig. 4). (This version is called ‘Version 1’ in [80].)

2. A second version including the methods for resolving bridging references, called
Version 2 in the paper;

3. A third version also ignoring bridging references, but in which the decision tree
specifying the order of the heuristics was determined using the ID3 decision tree
learning algorithm [62], using the development corpus as training data.

The performance of the three versions is compared in Table 1. As shown in the
Table, Version 1 of the algorithm with the hand-coded decision tree achieves an
overall F of 0.62. Version 2 achieves the same overall F, but with a higher precision
and a lower recall. Version 1 with an automatically learned decision tree achieves a
much higher F (0.75) as it assigns a DN classification to all NPs for which no other
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Fig. 4 Hand-coded decision tree of version 1

Table 1 Comparison
between the three versions of
the Vieira and Poesio system

Version P R F

Version 1 (hand-coded) 73 56 62

Version 2 70 57 62

Version 1 (ID3) 75 75 75

Version 1 (hand-coded + DN default) 77 77 77

rule applies. The best overall results (FD 0.77) are obtained by a variant of the
hand-coded form of Version 1 that also automatically classifies as DN all definites
that haven’t been given any other classification.

Examining the differences between the hand-coded and automatically learned
decision tree, Vieira and Poesio found that the only difference was in the very
first test: whereas the hand-coded version starts by checking whether the NP

contains special premodifiers, the automatically learned version starts by checking
if a same-head antecedent exists. This is especially interesting at the light of
the subsequent work on non-anaphoricity detection discussed in chapters “The
Mention-Pair Model”, “Advanced Machine Learning Models for Coreference Res-
olution” and “Detecting Non-reference and Non-anaphoricity”.
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9 Rule-Based and Heuristic Systems in the MUC 6 and MUC
7 Coreference Task

The approaches and systems presented in the earlier sections of this chapter are for
the most part focused on a specific type of anaphoric reference – pronouns for the
historical proposals by Hobbs, Charniak, the algorithms based on centering, and
more recent algorithms such as Lappin and Leass’ RAP, MARS, and CoGNIAC;
and definite descriptions in the case of Vieira and Poesio’s resolution approach.
This narrow focus was motivated by evidence highlighting how differently each
type of anaphoric expression behaves both from a linguistic and from a processing
perspective; but the result were systems unable to handle the complexity of
full anaphoric reference. This all changed with the sixth and seventh edition of
the Message Understanding Conferences, where a Coreference (CO) Task was
introduced [20, 26]. In order to achieve a high performance in those evaluation
campaigns, an integrated account of pronominal and definite description resolution,
discourse-new detection, proper name recognition/classification/matching, and a
differential treatment of text regions turns out to be required, thus making this
problem considerably harder than the mere implementation of a high-accuracy
pronoun resolver.

In this section, we will discuss first the coreference component of the FASTUS

system [3], developed by Kameyama [37]. Kameyama’s system was the best
performing system in the MUC-6 evaluation, with a MUC F-measure of 0.65.11 Next,
we will discuss the coreference component of the LaSIE II system. The LaSIE
systems [15, 34] participated at both MUC-6 and MUC-7. LaSIE-II was the best-
performing system in the MUC-7 coreference task, with an F-measure of 0.618.12

In having triggered the development of these important full-fledged coreference
resolvers, the MUC CO Task Evaluations can be regarded as the decisive momentum
towards resources-driven, robust anaphora processing.

9.1 The FASTUS System by Kameyama et al.

The key characteristic of the rule-based system developed by [37] for MUC-6 is
that it builds on the finite-state grammar developed for the FASTUS system, versions
of which participated in several editions of MUC [3]. FASTUS yields a chunking
analysis of the text which is highly accurate in the presence of complex noun chunks,
but does not produce the type of hierarchical structure that, e.g. Hobbs’ or Lappin

11Soon et al.’s system [68], the first successful machine learning approach, discussed in chap-
ter “The Mention-Pair Model”, obtained an F score of 0.63 for this dataset. As we will see in the
rest of this chapter and in the following chapters of the book, it is still the case for coreference that
a rule-based system can achieve state-of-the-art performance.
12Soon et al.’s system obtained an F of 0.605.



86 M. Poesio et al.

and Leass’ approaches for pronoun resolution or the approach of Vieira and Poesio
for definite descriptions, presuppose. The anaphora resolution system described
in [37], therefore, approximates appositional/copular constructions and (originally
syntactic) salience within the pattern-based approach in FASTUS. Kameyama points
out that these approximations lead to a loss of precision with respect to perfect
or good parses used in other systems; however, the loss due to this approximation
approach is not as large as one could imagine, and the most obvious cases where
a syntactic analysis would help (reflexives and disjoint reference filtering) are
relatively infrequent.

Mention detection Kameyama’s system takes mentions (template entities) as
input which, besides their span, already have some linguistic features that are useful
for subsequent processing:

• the determiner or pronoun type (definite, indefinite, or pronominal);
• grammatical number (singular or plural, or a modifying cardinal expression);
• head string and modifiers of the mention’s noun chunk;
• a semantic class that is assigned based on the head, and comes from a shallow

hierarchy;
• sentence and paragraph positions;
• information about the enclosing text region (headline or main text);

Information about the enclosing text region is used to model the assumptions
for text-region accessibility that were employed in the MUC-6 annotation, namely
that a mention in the headline region can be coreferring with a mention from the
text, whereas mentions in the text region can be resolved to any preceding mention
within the text region.

Resolution strategy The system has different resolution strategies based on the
type of the mention, using different heuristic constraints for pronouns, definite
descriptions, and names.

For pronouns, a narrow three-sentence window is enforced (respectively, only
the current sentence is used for reflexives), together with consistency constraints for
number and semantic sort, and subsequently ranked based on a left-right ranking
order (see below).

Plural pronouns (they, we) are considered consistent with singular organization
antecedents. First person pronouns (I, we) are allowed to be resolved as intrasenten-
tial cataphora (i.e., to a later mention in the same sentence), unlike non-pronouns or
other types of pronouns.

The resolution of definite noun phrases relies on a window size of ten
sentences, together with a sort consistency constraint that requires the sort of the
anaporic definite noun phrase to be equal or more general than the sort of the
antecedent candidate. This would allow the company as a subsequent mention of
the automaker but not vice versa. Similar in spirit to Vieira and Poesio’s approach,
anaphor-antecedent pairs with known-inconsistent modifiers (for example French
and British) are filtered out.
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For proper names, the entire previous text is considered. The semantic class
of names is provided by FASTUS’ heuristics for recognizing specific-type names
(persons, locations or organizations), as well as unknown names.

The system considers both shortened names (alias) which have a selective
substring of the full name (e.g. Colonial for Colonial Beef ), but also acronyms
which have a subsequence of the initial characters of a name (e.g., GM for General
Motors). For names with an unknown semantic class, the merging of entities in
the resolution process makes sure that previously unknown aliases of entities for
which the semantic class is known also get the semantic class information from
their previous mention.

The salience ordering used by Kameyama’s system is similar to the Left-Right
Centering approach for pronouns as proposed by [75] in that it uses sentence
information and surface order, but not the kind of hierarchical syntactic structure
that earlier approaches would require.

Here, the preceding part of the same sentence is ordered left to right (i.e.,
topicalized phrases and subjects first), followed by the immediately preceding
sentence, also in left-to-right order. Other preceding sentences (up to the resolution
window, which depends on the expression type of the mention).

Evaluation Overall, Kameyama’s system scored 59 % recall and 72 % precision
(FD 0.65) in the official MUC-6 evaluation, which was the best overall performance
[73]. In the 1997 article Kameyama also includes a more detailed breakdown of
the performance by the type of mention. Intra-sentential third person pronouns (27
mentions) are resolved with 78 % precision, whereas inter-sentential third person
pronouns (33 % precision, 6 mentions) and first/second person pronouns (20 %
precision, 5 mentions) are more difficult. The system achieves a precision of 69 %
in the resolution of proper names (32 resolved mentions), and a considerably lower
figure of 46 % for definite descriptions (61 occurrences).13

9.2 Coreference in the LaSIE Systems

The LaSIE [15] and LaSIE-II [34] systems, developed at the University of Sheffield,
participated in MUC-6 and MUC-7, respectively.

The systems share the same broad approach. They are both implemented using
a very modular and very general pipeline architecture not focused solely on the
MUC tasks but including all the traditional components of an NLP system, from
tokenizer to POS tagger to (statistical) parser to NE tagger to semantic interpreter
including wordsense disambiguation to a coreference component. One of the main

13This figure cannot be compared to the figures obtained by Vieira and Poesio, because the latter
evaluate the resolution accuracy for definite descriptions, whereas Kameyama’s evaluation requires
both correct identification of a discourse-old noun phrase and the identification of the correct
antecedent to be counted.
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differences between LaSIE and LaSIE-II is that the pipeline used for LaSIE became
the basis for the GATE NLP platform, which in turn became the basis for LaSIE-
II. The systems also share the basis philosophy, aptly described by Humphreys
et al. [34] as threading “a pragmatic middle way between shallow vs deep analysis”
resulting in the employment of “an eclectic mixture of techniques”.

From an anaphora resolution perspective, the most significant aspect of the LaSIE
systems is that they attempt to build a full discourse model in the sense advocated
by linguists and psychologists [16, 38]: i.e., these systems not only (i) attempt to
link every mention to an existing discourse entity, or to create a new one otherwise,
as done as well by the Vieira/Poesio system; but they also (ii) attempt to expand the
bare-bones model consisting of these discourse entities into a proper domain model
using an ontology.

The coreference component of LaSIE II is for the most part is a incremental
development of the system incorporated in LaSIE-I, but it extends the earlier system
to include

• look for antecedents not just in the current and previous paragraph but also further
away–according to Humphreys et al. this resulted in a 2 % increase in recall with
no significant effect on precision;

• methods for ‘resolving’ mentions occurring in copula constructions such as the
Navy’s first-line fighter in The F-14 “Tomcat” is the Navy’s first-line fighter
which, as discussed in chapters “Linguistic and Cognitive Evidence About
Anaphora” and “Annotated Corpora and Annotation Tools”, are treated as cases
of ‘coreference’ in MUC;

• methods for resolving some cases of cataphora, and ‘bare noun’ coreference;
• methods for resolving som cases of NPs occurring in coordination (e.g., John and

his boys in John and his boys) introduce new discourse entities.

Both systems performed very well at the coreference task. LaSIE-I achieved
a RD 0.51, PD 0.71, FD 0.59 at MUC-6 (third highest) whereas LaSIE-II was
the best system at the coreference task in MUC-7, obtaining RD 0.56, PD 0.69,
FD 0.62.

10 Modern Heuristic-Based Approaches: The Stanford
Deterministic Coreference Resolution System

The heuristic approach to the development of coreference systems is thriving.
Many such systems are still being developed; indeed, the Stanford Deterministic
Coreference Resolution System,14 based on the so-called ‘Stanford Sieve’ approach
[46, 47, 63] – a version of the ‘precision-first’ approach pioneered by CogNIAC
and also adopted by MARS and the Vieira-Poesio system, was the best performing

14http://nlp.stanford.edu/software/dcoref.shtml

http://nlp.stanford.edu/software/dcoref.shtml
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system at the CoNLL 2011 coreference shared task [46]; at CoNLL 2012, two of
the three best-performing systems (namely, Fernandes et al. [REF FIXME] as well
as Chen and Ng [REF FIXME]) were hybrid models that used machine learning on
top of the resolutions of the Sieve model.15

In fact, these modern, hybrid approaches perfectly illustrate the eclecticism that
is prevailing in current research, thus evidencing that it is justified to speak of the
current research period, as suggested in chapter “Introduction”, as the post-modern
phase.

The architecture of the Stanford DCR is articulated around two main stages:
a high recall (and highly precise) mention detection component based on Stan-
ford CoreNLP, a high quality NLP pipeline16; and a coreference resolution stage
consisting of 10 components called (sieves) analogous to CoGNIAC’s rules and
also ordered from the highest precision to lowest precision. The operation of the
coreference resolution stage is based on the following principles:

• The system keeps track of entities (i.e., the discourse entities of systems such
LaSIE: sets of mentions that have already been determined to belong together),
while keeping track of properties such as number, gender, animacy, and named
entity type.

• Each sieve operates on entities rather than mentions, and on the whole discourse,
rather than on a sentence or a paragraph at a time.

• The system also keeps track of cannot-link constraints that have been added
at various steps – i.e., for two entities, components can both add must-link
constraints (merge the entities) or cannot-link constraints (such that the entities
cannot be merged by any downstream component).

• For sieves that compare two mentions, the system keeps track of a “representa-
tive” mention in each cluster (typically the first one, as it is usually the longest,
whereas subsequent mentions are shortened or only expressed as pronouns).

The ten sieves are:

1. Speaker Identification: This sieve first identifies speakers, then matches first and
second pronouns to these speakers.

2. Exact Match: This sieve links together two mentions only if they contain exactly
the same text, including both determiners and modifiers.

3. Relaxed String Match: This sieve links together two mentions only if they contain
exactly the same text after dropping the postmodifiers.

4. Precise Constructs: This sieve links together two mentions if they occur in one of
a series of high precision constructs: e.g., if they are in an appositive construction
([the speaker of the House], [Mr. Smith] . . . ), or if both mentions are tagged as
NNP and one of them is an acronym of the other.

15The CoNLL coreference shared tasks are discussed in detail in chapter “Evaluation Campaigns”.
16http://nlp.stanford.edu/software/corenlp.shtml

http://nlp.stanford.edu/software/corenlp.shtml
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5. Strict Head Match: This sieve links together a mention with a candidate
antecedent entity if all of a number of constraints are satisfied: (a) the head of
the mention matches any of the heads of the candidate antecedent; (b) all non-
stop words of the mention are included in the non-stop words of the candidate
antecedent; (c) all mention modifiers are included among the modifiers of the
candidate antecedent; and (d) the two mentions are not in an i-within-i situation,
i.e., one is not a child in the other.

6. Variants of Strict Head Match: Sieve 6 relaxes the ‘compatible modifiers only’
constraint in the previous sieve, whereas Sieve 7 relaxes the ‘word inclusion’
constraint.

7. Proper Head Match: This sieve links two proper noun mentions if their head
words match and a few other constraints apply.

8. Relaxed Head Match: This sieve relaxes the requirement that the head word of
the mention must match a head word of the candidate antecedent entity.

9. Pronoun resolution: Finally, pronouns are resolved, by finding candidates match-
ing the pronoun in number, gender, person, animacy, and NER label, and at most
three sentences distant.

The Stanford Deterministic Coreference System achieved the highest MELA score
(59.5) at the CONLL 2011 coreference shared task; and has been extensively
evaluated on a variety of other datasets, always achieving state-of-the-art results.

11 Conclusions

In this chapter we have covered in some detail most of the best-known non-statistical
approaches to anaphora resolution. As seen discussing the Stanford Deterministic
Coreference System, such approaches still achieve state-of-the-art performance, and
very few new ideas about the linguistic features playing a role in anaphora resolution
have been introduced in more recent systems; but the thrust of the research in the
field has moved towards statistical methods. The remaining chapters will focus on
these approaches.
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