PUCRS

ESCOLA POLITECNICA

PROGRAMA DE POS-GRADUACAO EM CIENCIA DA COMPUTACAO
DOUTORADO EM CIENCIA DA COMPUTAGCAO

ROBEN CASTAGNA LUNARDI

MULTI-LEVEL CONSENSUS ALGORITHM FOR APPENDABLE-BLOCK BLOCKCHAINS IN
IOT ENVIRONMENTS

Porto Alegre
2021

POS-GRADUACAO - STRICTO SENSU

»8.¢
s "o

L
Egym®

Pontificia Universidade Catodlica
do Rio Grande do Sul




PONTIFICAL CATHOLIC UNIVERSITY OF RIO GRANDE DO SUL
SCHOOL OF TECHNOLOGY
COMPUTER SCIENCE GRADUATE PROGRAM

MULTI-LEVEL CONSENSUS
ALGORITHM FOR
APPENDABLE-BLOCK
BLOCKCHAINS IN 10T
ENVIRONMENTS

ROBEN CASTAGNA LUNARDI

Doctoral Thesis submitted to the
Pontifical Catholic University of Rio
Grande do Sul in partial fulfillment of
the requirements for the degree of Ph. D.
in Computer Science.

Advisor: Prof. Avelino Francisco Zorzo

Porto Alegre
2021






Ficha Catalografica

L961m Lunardi, Roben Castagna

Multi-level consensus algorithm for appendable-block blockchains
in IoT Environments / Roben Castagna Lunardi. — 2021.

149 p.

Tese (Doutorado) — Programa de P6s-Graduacao em Ciéncia da
Computagao, PUCRS.

Orientador: Prof. Dr. Avelino Francisco Zorzo.

1. Blockchain. 2. Distributed ledgers. 3. Consensus algorithms. 4.
IoT. 5. Internet of Things. I. Zorzo, Avelino Francisco. II. Titulo.

Elaborada pelo Sistema de Geragao Automatica de Ficha Catalografica da PUCRS
com os dados fornecidos pelo(a) autor(a).
Bibliotecaria responsavel: Clarissa Jesinska Selbach CRB-10/2051







Roben Castagna Lunardi

MULTI-LEVEL CONSENSUS ALGORITHM FOR APPENDABLE-
BLOCK BLOCKCHAINS IN IOT ENVIRONMENTS

This Doctoral Thesis has been submitted in partial
fulfillment of the requirements for the degree of
Doctor of Computer Science, of the Graduate
Program in Computer Science, School of Technology
of the Pontifical Catholic University of Rio Grande do
Sul.

Sanctioned on March 3rd, 2021.

COMMITTEE MEMBERS:

Prof. Dr. Otto Carlos Muniz Bandeira Duarte (GTA/ UFRJ)

Prof. Dr. Weverton Luis Da Costa Cordeiro (PPGC/ UFRGS)

Prof. Dr. Fabiano Passuelo Hessel (PPGCC/PUCRS)

Prof. Dr. Avelino Fracisco Zorzo (PPGCC/PUCRS - Advisor)






“You can’t run from the future, you can’t
change the past, you're not that fast.”
(Saul Hudson & lan Robert Astbury)






ACKNOWLEDGMENTS

| want to thank to my family, in particular to my beloved partner Aline Ibaldo
Goncalves for all the support, care, love and patience during the last 14 years. It would
be impossible to handle everything without her support. Also, | want to thank to my parents,
Valter Luiz Lunardi and Inés Castagna Lunardi, for the education, care, love and example
during my whole life. Additionally, | want to thank to my brothers Delx and Fabricio for the
lessons and good (and, sometimes, bad) examples that made me grow.

Moreover, | am really grateful for my advisor Avelino Francisco Zorzo for being kind,
helpful and patient during the four years of my PhD. This thesis would have been impossible
without the support and mentoring of Avelino. Even working with him for 4 years, | am
still surprised by his intelligence and friendliness. | have also received a lot of support and
help from my friends in the Dependability and Security Research Group (CONSEG). Special
thanks to Régio Anténio Michelin, Charles Varlei Neu, Daniel Dalalana Bertoglio for the
partnership, discussions and beers. Also, | want to thank everyone from the CONSEG that
helped during the years, such as Henry C. Nunes, Aline Zanin, Eduardo Arruda and Alex
Orozco.

Additionaly, | really appreciate the friendship and discussions from many col-
leagues from PUCRS. In particular, | would to like to thank to Marcelo Paravisi, Laura
Angélica Tomaz da Silva, Luisa de Castro Guterres, Ramon Pereira and Ramao Tiburski.

Furthermore, | thank to Salil S. Kanhere for the valuable discussions, friendship
and nice experiences during (and after) my research internship at UNSW - Sydney. Salil has
been an example of researcher and friend that | will carry for my whole life, thank you. Also,
| thank Volkan Dedeoglu for the collaboration in many works with (very) short deadlines.

In addition, | want to thank to all member from Secure & Resilent System group -
Newcastle University for the whole support during my 6 months research visit. In particular, |
would like to thank to Aad van Moorsel for the inputs in my research, friendship and support,
it was really important to me. Also, | have received a lot of feedbacks, inputs and support
from Maher Alharby, including long discussions about this work and conversations about
many other subjects. Thank you very much Maher for the collaboration and friendship.
Also, special thanks to Amjad Aldweesh, Brian Randell, Changyu Dong, Ehsan Toreini, John
Mace, Luca Arnaboldi, Magdanele Ng, Maryam Mehrnezhad, Milad Kazemi, Ricardo M.



Czekster, Roberto Metere (sorry if | forgot to cite someone), whose made my time in UK
meaningful, easier and fun.

Finally, this study was financed in part by the Coordenacao de Aperfeicoamento de
Pessoal de Nivel Superior — Brasil (CAPES) — Finance Code 001. Additionally, | thank the
financial support from IFRS. Also, | thank Australian Academy of Science for the support in
the 2018 Australia-Americas PhD Research Internship Program.



ALGORITMO DE CONSENSO MULTINIVEL PARA BLOCKCHAIN COM
BLOCOS EXTENSIVEIS PARA AMBIENTES IOT

RESUMO

Atualmente, diferentes dispositivos coletam dados e prestam servigos na Internet.
Alguns desses dispositivos - ou apenas coisas - colaboram para trocar informacdes e usa-
las para tomar decisGes mais inteligentes em um ambiente chamado Internet das Coisas
(loT - Internet of Things). A possibilidade de conectar objetos fisicos do dia a dia esta cri-
ando novos modelos de negdcios, melhorando processos e reduzindo custos. No entanto,
os problemas de seguranca em IoT podem ter um alto impacto nos ativos fisicos e cor-
porativos. Recentemente, a tecnologia blockchain surgiu como uma possivel solugdo para
superar problemas de seguranca em loT. Apesar disso, as blockchains tradicionais (como
o Bitcoin e Ethereum) ndo sdo adequadas para a natureza de recursos restritos dos dispo-
sitivos de loT ou para o grande volume de informagdes produzidos em ambientes de loT
tipicos. A adogao de uma estrutura de blockchain leve chamada appendable-block block-
chain foi proposta para ser usada em ambientes loT. Esta blockchain adota uma estrutura
de dados diferente, baseada em blocos com dados desacoplados e anexaveis. Embora
esta blockchain tenha apresentado bons resultados de desempenho (alguns milissegundos
para acrescentar um novo bloco), a falta de um algoritmo de consenso o torna vulneravel
a muitos problemas de seguranga. Outro problema nas implementac¢des atuais de block-
chain é a falta de discussao sobre o comportamento dos usuarios em diferentes contextos
e como elas poderiam ser adaptadas para diferentes algoritmos de consenso. Para superar
esse problema, esta tese apresenta um conjunto de etapas para criar um mecanismo de
consenso multinivel para diferentes contextos. A ideia principal € desenvolver uma solugéo
gue permita o uso de algoritmos de consenso no nivel dos blocos e no nivel das transa-
cbes. Além disso, esta solugdo pode ajudar a paralelizar a inser¢do de informagdes que
separando os ndés em contextos. Essa abordagem pode ajudar a fornecer uma solucao



que pode usar diferentes configuragdes ou consensos simultaneamente, de acordo com 0s
requisitos de cada contexto no ambiente de loT. Finalmente, os resultados obtidos nos ex-
perimentos mostram que um consenso multinivel pode produzir um alto rendimento e baixa
laténcia para inserir novas transacdes em appendable-block blockchains.

Palavras-Chave: Blockchain, distributed ledgers, algoritmos de consenso, IoT, Internet das
Coisas.



MULTI-LEVEL CONSENSUS ALGORITHM FOR APPENDABLE-BLOCK
BLOCKCHAINS IN IOT ENVIRONMENTS

ABSTRACT

Currently, there are different devices collecting data and providing services through
the Internet. Some of these devices - or just things - collaborate to exchange information and
use them to make smarter decisions in an environment called Internet of Things (loT). Con-
necting everyday physical objects is creating new business models, improving processes
and reducing costs. However, security issues in loT can have a high impact on both busi-
ness and physical assets. Recently, the blockchain technology emerged as a possible so-
lution to overcome security issues in loT. Despite of that, traditional blockchains (such as
Bitcoin or Ethereum) are not well suited to the resource-constrained nature of IoT devices or
to the large volume of information expected from typical IoT environments. The adoption of
a lightweight blockchain framework called appendable-block blockchain has been proposed
to be used in loT environments. This blockchain adopts a different data structure, based on
blocks with decoupled and appendable data. While this blockchain presented good perfor-
mance results (few milliseconds to append a new block), the lack of a consensus algorithm
makes it vulnerable to many security issues. Another problem in current blockchain im-
plementations is the lack of discussion on users behavior in different contexts and how it
could be adapted for different consensus algorithms. To overcome this problem, this thesis
presents a set of steps to create a multi-level consensus mechanism for different contexts.
The main idea is to develop a solution that allows the usage of consensus algorithms at
the block level and at the transaction level. Moreover, this solution can help to insertion of
information in parallel, separating nodes in contexts. This approach can help to provide a
solution that can use different configurations or consensus, according to the requirements of
each context in the loT environment. Finally, the results obtained in the experiments shows



that a multi-level consensus can produce a high throughput and low latency to insert new
transactions in appendable-block blockchains.

Keywords: Blockchain, Distributed ledgers, Consensus algorithms, loT, Internet of Things.
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1. INTRODUCTION

Currently, smartbands, robot vacuum cleaners, IP cameras, and other smart de-
vices became part of many people’s life. The environment composed by these kind of de-
vices - capable of processing information and communicating with other devices in order to
take decisions - is called Internet of Things (loT). However, these devices are vulnerable to
different attacks, e.g., getting access to health information from a personal smartband or us-
ing different smart devices to attack a web system. For example, the Mirai botnet [155] was
a famous attack that used loT devices to attack a Dynamic Domain Name System provider.
In that attack, millions of devices were exploited (specially using default user and pass-
word) to produce this Distributed Denial of Service (DDoS) attack against important service
providers, e.g., Netflix, Twitter, and Reddit.

An loT solution in general is composed of a myriad of devices, both in quantity
and diversity. As a consequence, despite the benefits, there are several concerns about
performance, safety, and security risks in these heterogeneous networks. Also, the fact
that critical infrastructure, such as, energy grids and even human lives in the context of
healthcare, can rely upon loT devices make it even more important to guarantee the correct
operation of such devices. Thereby, new challenges arise in this large, ever-increasing, and
sensitive domain. Common challenges include overhead in computation, data management,
and security [61]. Therefore, several researchers have proposed different ways to handle
those challenges. These innovations have been proposed to deal with the challenges offered
by loT, including security challenges such as limitations to the hardware capacity, sensitivity
of device information, or the use of devices in botnets [65].

After the popularization of blockchain frameworks, researchers proposed the adop-
tion of blockchain in order to solve some of the security issues in loT [65][68]. Some impor-
tant benefits that a blockchain can provide to loT networks include (although not limited to
these):

» Decentralized architecture: the decentralized nature of a blockchain ensures that
there is no single point of failure/attack in the system. Also, this can help to improve
scalability of the solution.

« Tamper resistance: information contained in a blockchain is tamper resistant due to
the linking through the hash of the blocks and the distributed consensus mechanism.
This provides a permanent transaction and communication history for loT.

» Trustless communication: some data exchange in loT environments has nodes
that do not know/trust each other. This kind of applications can have benefits from
blockchain-based applications. Consensus algorithms, a mechanism that establishes
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agreement among untrusted nodes in the network and eliminates the necessity to use
trusted intermediaries, can ensure that data are valid without trusting other nodes.

» Transparency: Information is inserted in the blockchain with a timestamp and creator’s
signature, turning this information transparent and traceable. Consequently, other par-
ticipants can easily verify the information stored in a blockchain and make sure that the
transactions are not tampered with or removed.

* Smart contracts: Blockchain can work as a distributed system for deploying and ex-
ecuting autonomous contracts. These smart contracts are executed when certain pre-
defined conditions are met without the need for intermediaries. In IoT applications,
smart contracts may be used to set the rules of the application, automate processes,
and enable seamless communications and transactions between IoT devices and other
entities.

To tackle the security issues different proposals investigate the use of the block-
chain technology [43, 88, 145, 216, 250, 263]. One of them,the appendable-block block-
chain was proposed by the Reliability and Security Group (CONSEG) [216, 232, 215] from
the Pontifical Catholic University of Rio Grande do Sul (PUCRS). This blockchain was de-
signed to present a blockchain solution that can solve some of the problems when used in
loT environments.

In this thesis, we propose to expand this blockchain and propose a consensus
model to allow the usage of different consensus algorithms in multiple levels, allowing the
parallel verification and insertion of the information produced by different nodes. The pro-
posed solution will allow to use different consensus or configuration at the block level and at
the transaction level. We intend with to improve availability and integrity of information.

To introduce these concepts, this chapter consists of six sections: Section 1.1 in-
troduces and motivates this thesis. Section 1.2 presents and discusses the objectives of
the thesis and, based on that, Section 1.3 describes our research questions and this thesis
hypothesis. Section 1.5 presents the research design, which involves background, dynamic
approach, and empirical studies. Section 1.6 presents the main contributions of this work.
Finally, Section 1.7 presents the organization of the thesis.

1.1 Motivation

Despite the potential benefits of using blockchain technology for 10T, the adoption
of this technology depends on a design that suits to IoT applications. High resource con-
sumption, scalability, and slow transaction processing times are persisting problems for the
integration of blockchain technologies for loT. For example, blockchain provided by Bitcoin is
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not suitable for 0T devices: its size (storage required) and the time required to insert a new
information (delay to create a block) is higher than expected in an IoT environment [289].

Different approaches were proposed [111, 85, 43, 250, 216] to use blockchain in
loT scenarios. One of the first commercial solutions for blockchain in 10T, IOTA [111] was
proposed to perform Machine-to-Machine (M2M) payments using a different chain structure
of blocks called Directed Acyclic Graph (DAG). In a different approach, Dorri et al. [85] fo-
cused on a lightweight architecture for blockchain, using overlays to control devices and
to manage the block insertion in the blockchain. In a different approach, Boudguiga et
al. [43] proposed a Blockchain-as-a-Service architecture for access control, where devices
use protocols to access a blockchain authentication service. Also providing an access con-
trol solution, Novo [250] proposes the usage of smart contracts to manage access control for
loT devices. Focusing on a lightweight data management, Lunardi et al. [216] proposed an
appendable-block structure using a gateway-based architecture. These different approaches
focused on different aspects of blockchain (architecture, protocols, data management, and
application) that contributed to the adoption of blockchain in loT scenarios.

However, there are still open issues related to a lightweight consensus algorithm
that can be used in loT environments that considers devices hardware constraints and low
latency requirements. Consequently, there is a lack of solutions that can be used in loT
scenarios composed by devices performing different tasks in different contexts, e.g., sensors
that both control the lightening and the access of a room, where different kinds of access
and production of information are required. Also, there are problems related to how the
information is inserted in the blockchain due to the consensus algorithm, which can lead to
forks and inconsistency in the blockchain. Moreover, to the best of our knowledge, there are
no discussion about consensus algorithms that can be adapted for different loT contexts,
producing better relation among security and performance (time response, throughput of
transactions, reduced amount of processing required, etc.). It is important to note that we
adopt context as a scenario or application for what loT devices are used for.

In order to overcome this problem, this PhD thesis proposes a model for a multi-
level consensus algorithms that considers different loT contexts and provide parallelism to
the insertion of transactions in the blockchain. This multi-level consensus is based on the two
level of insertions in appendable-block blockchains: block level (or block header insertion)
and transaction level (insertions of transactions in the block ledger). Also, the proposal is to
allow the insertion using an adaptive mechanism for different contexts. This model is part
of and will be evaluated through an appendable-block blockchain framework [215] (former
called R2AC [216] and currently called SpeedyChain [232]).
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1.2 Objectives

In order to provide an adaptable multi-level consensus that can consider both IoT
context and relevant information in different applications, this thesis aims to propose a new
consensus model for blockchains in 10T (particularly to appendable-block blockchains). The
main goal of this model is to guarantee a better performance and security for different kinds
of insertions in the blockchain. . For example, data insertion that can have a higher impact,
e.g., temperature of a water tank in industry, in the loT environment can require a response
time different from sensors that monitor the temperature in an office work space. Additionally,
a consensus algorithm that can reduce or mitigate the presence of forks and inconsistencies
in the blockchain will be provided.

Also, this model should support inter operation of different contexts, i.e., exchang-
ing data about a user/device that shares information in different applications. For example,
information about vehicles that transport products between companies can have information
in a blockchain (with a supply chain focus) used by both companies and also it can produce
information in a blockchain to monitor sensors for vehicular networks (with a smart city fo-
cused application). Both blockchains can share specific information that could be used in
both scenarios. Therefore, the following statement defines the main goal of this research:

“Propose a model for multi-level consensus algorithm that can consider differ-
ent loT contexts and applications, providing better relation among security and
performance for loT environments composed by different contexts.”

To achieve the main goal, the research must accomplish several secondary goals.
These secondary goals, presented below, support the development of the model and the
applications necessary for its validation to:

1. propose a context-based model for consensus algorithms considering the require-
ments (e.g., latency and throughput) of blockchains for loT;

2. incorporate the proposal into the appendable-block blockchain framework [215], taking
into account the particular data structure present on this kind of blockchain;

3. adapt insertion of blocks and transactions in the appendable-block blockchains in order
to allow different consensus algorithms;

4. deploy emulated scenarios in order to evaluate and improve the proposed model.
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1.3 Research Questions and Hypothesis

Current research about adoption of blockchain in loT environments have not pre-
sented a solution that proposes an adaptive consensus for different users and applications.
Consequently, there are some research questions that should be answered:

1. How existent consensus algorithms perform in different loT scenarios? - Answering
this question can help to understand the impact of each consensus algorithm in the
workload of 10T devices, the number of messages exchanged, and the throughput of
information inserted in the blockchain.

2. What are the security issues associated with each consensus algorithm that can im-
pact loT? - Answering this question can help to understand what is the impact for
security and which problems can occur during deployment of an loT architecture.

3. How multiple consensus algorithms can be performed to allow parallel insertion in the
blockchain? - Answering this question can help to understand how to improve the
parallelism in the insertion of data in the blockchain.

4. How a consensus algorithm can be defined in order to be adapted for different contexts
or to help in the interoperability among different applications? - Answering this question
can provide a model for a different consensus algorithm capable of being adapted in
different loT scenarios and to help to exchange information with different applications
or contexts.

These research questions help to support and to evaluate the hypothesis of this
thesis, described as follows: It is possible to have a consensus algorithm that can
handle different kinds of block insertion, allowing interoperability among different
blockchain applications and a better relation among performance and security for loT
environments.

1.4 Research Scope and Assumptions

The solution proposed on this thesis was designed to be used in hierarchical 10T en-
vironments. In particular, we used the layer-based loT architectures proposed and adopted
by different researchers [157, 66, 175, 17]. Consequently, we assume that the loT architec-
ture has gateways, which manage and control the communication and information produced
by devices. We assume that devices present heterogeneous and constrained hardware.
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Additionally, this thesis focus on ensuring availability and integrity of data shared
by gateways. We assume that gateways have a hardware that is capable to perform cryp-
tography and to manage a secure channels with devices. A discussion about hardware
capabilities and requirements is provided in a previous work [216]. Also, devices tampering
is not in the scope of this thesis. As a consequence, attacks on devices are not covered by
this thesis.

1.5 Research Design

In order to verify the research hypothesis presented in the previous section, a model
for a multi-level consensus algorithm for blockchain will be proposed, which can be adapted
for different kinds of insertions of information and blocks in I0T ledgers. Also, a prototypical
implementation using appendable-block blockchain will be used to evaluate the performance
of the proposed model. The results of this evaluation can help to understand the different
blockchain behaviors and how they perform in comparison to existent solutions. Conse-
quently, it will be possible to verify if the hypothesis is valid or not. The main steps to prove
the hypothesis are presented in Figure 1.1 and listed next:

1. To present an overview of the basic concepts that guide this thesis, such as blockchain
and its main components (Chapter 2).

2. To define in which loT scenarios the proposed model can be applied to and understand
the limitations of these scenarios(Chapter 2 and Chapter 3).

3. To evaluate different consensus algorithms that can be used in blockchain for 0T sce-
narios (Chapter 2 and Chapter 3).

4. To propose a consensus model that can be adapted for different nodes/tasks in 10T to
perform block insertion in blockchain (Chapter 4 and Chapter 5).

5. To implement a prototype for the proposed model using SpeedyChain framework
(Chapter 4 and Chapter 5).

6. To perform experiments with the proposed solution in loT scenarios defined previously
(Chapter 6).

7. To compare the results of the proposed solution with previous version of the
appendable-block blockchain and to discussion about limitations, security issues and
potential applications of the proposed solution (Chapter 7).

8. To answer the research questions and to verify our hypothesis (Chapter 8).
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Figure 1.1: Schematic overview of the thesis structure.

1.6 Contributions

We propose a model that can help blockchains to handle information from different
contexts. This can help to adapt the blockchain to the application requirements. Thus, we
propose a multi-level consensus mechanism that allows to use different consensus algo-
rithms for different contexts and, at same time, to provide parallelism in the consensus pro-
cedure (e.g., allowing the execution of a consensus algorithm for each context in parallel).
Also, the SpeedyChain framework (an appendable-block blockchain framework designed by
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the CONSEG research group) was improved considering the advances obtained in the the-
sis. In accordance with our goals, the main contributions of this work are related to our
feature interaction approach and they are listed next:

1. A study to investigate the state of the art about consensus algorithms used for
blockchains in 10T;

2. The presentation of appendable-block blockchains and how consensus affects this
blockchain;

3. The improvement of appendable-block blockchains to support different consensus al-
gorithms for blockchains in loT;

4. The proposal of context-based consensus algorithms at the transaction level on
appendable-block blockchain;

5. The proposal of multi-level consensus model, allowing the adoption of different con-
sensus algorithm for blocks and transactions;

6. Analysis of different experiments, considering different loT scenarios to evaluate the
impact of consensus algorithms over block insertion in the blockchain;

7. Context-based consensus evaluation and discussion on the adoption of different con-
figurations.

Finally, as sub products of the thesis, we published our main findings in rele-
vant venues presenting the advances of the research. Additionally, we collaborated with
renowned researchers to improve the quality of the research in blockchain: Professor Aad
van Moorsel (Newcastle University - UK) and Salil S. Kanhere (University of New South
Wales - Australia).

These collaborations helped to guide the research of this thesis, as well to improve
the definition of the scope of this work. Table 1.1 shows a list of publications performed
during the PhD. This can help to present an overview of our contributions so far.

1.7 Document Organization

The remainder of this document is structured as follows. Chapter 2 presents the
fundamental concepts about blockchain and its main aspects for 10T environments. Next,
Chapter 3 introduces the state-of-the-art blockchain proposals for loT, focusing on aspects
related to consensus algorithms, performance, and how they are related to the thesis. Chap-
ter 4 presents the appendable-block blockchain [215], a blockchain framework proposed by
Reliability and Security Group (CONSEG) from Pontifical Catholic University of Rio Grande
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Paper Title Venue Year

Publications related to the core of Thesis

1. Context-based consensus for appendable- IEEE International Conference on Block- 2020

block blockchains [214] chain

2. Appendable-block Blockchain Evalua- IEEE International Black Sea Confer- 2020

tion over Geographically-Distributed loT Net- ence on Communications and Network-

works [76] ing

3. Impact of consensus on appendable-block EAIl International Conference on Mobile 2079

blockchain for loT [215] and Ubiquitous Systems: Computing,
Networking and Services

4. Distributed access control on loT ledger- IEEE/IFIP Network Operations and Man- 201718

based architecture [216] agement Symposium

Publications related to the Thesis

5. Context-based smart contracts for IEEE International Conference on Block- 2020

appendable-block blockchains [251] chain and Cryptocurrency

6. Data-Driven Model-Based Analysis of the IEEE/IFIP International Conference on 2020

Ethereum Verifier’s Dilemma [8] Dependable Systems and Networks

7. Modelo de neg6cio para saude colabo- Revista Brasileira de Computacao Apli- 2020

rativa usando smart contracts: caso Token- cada

Health [44]

8. A journey in applying blockchain for cyber- International Conference on COMmuni- 2020

physical systems [79] cation Systems NETworkS

9. Blockchain technologies for 10T [80] Advanced Applications of Blockchain 2020
Technology

10. Estruturando diferentes aplicagbes com SBC Horizontes 2020

Blockchain [213]

11. Performance and cost evaluation of smart International Conference for Internet 2079

contracts in collaborative health care environ- Technology and Secured Transactions

ments [217]

12. Avaliacdo do uso de Smart Contracts Escola Regional de Redes de Computa- 2079

para Sistema de Saude Colaborativa [45] dores

13. SpeedyChain: A framework for de- EAI International Conference on Mobile 2078

coupling data from blockchain for smart and Ubiquitous Systems: Computing,

cities [232] Networking and Services

14. Dependable loT using blockchain-based Latin-American Symposium on Depend- 2078

technology [371] able Computing

Other publications

15. Gerenciamento de incidentes em SIEM Revista Eletrénica Argentina-Brasil de 2020

seguindo ITIL[244] Tecnologias da Informacao e da Comu-
nicacao

16. Pentest on an Internet Mobile App: A International Conference for Internet 20719

Case Study using Tramonto [31] Technology and Secured Transactions

17. Extracdo e Gerenciamento de Incidentes Escola Regional de Redes de Computa- 2079

em SIEM [243] dores

18. Lightweight IPS for port scan in Open- |IEEE/IFIP Network Operations and Man- 20718

Flow SDN networks [245]

agement Symposium Workshops

do Sul (PUCRS). This chapter also discusses preliminary results and how the thesis ex-
pands and improves the appendabable-block blockchain. Chapter 5 presents the multi-level
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consensus algorithm, which discusses the different levels where the consensus can be per-
formed. Next, in Chapter 6, different evaluations are performed, showing the results to the
performance of consensus in different levels. Chapter 7 presents a discussion about the
performed evaluation, as well as the threats to validity, security aspects, topics out of scope
of this thesis, and possible applications of appendable-block blockchains. Finally, Chapter 8
presents the final remarks of this thesis proposal, presenting the main research contributions
of the thesis.
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2. BLOCKCHAIN BACKGROUND

Early in 2008, an “entity” published a paper through the Satoshi Nakamoto
pseudonym, describing a cryptocurrency called Bitcoin [242]. The paper presented a system
running over a peer-to-peer (P2P) network that allows two different accounts (represented
by their public keys) to exchange (crypto)currency directly, without using a third party to
mediate the operation.

In Bitcoin, transactions involving two parties are created and stored in a block.
Thus, each block contains a set of transactions. On one hand, these transactions are or-
ganized in a Merkle tree through a binary hash chain [187]. On the other hand, blocks are
ordered and sequentially connected through the previous block hash value (as presented in
Figure 2.1). The blockchain concept is based on this block link strategy, which differs from
the binary hash chain used in the Merkle tree.

Block 0

Genesis Block 1 Block N
........................ ~emmm SRR
! 1! 1 ! 1
“
’ ‘ | Version | | ParentHash Version | <— . _(—{ ParentHash | Version :
1~ Header
| TxRoot || Tlmestamp | TxRoot || Tlmestamp | TxRoot || Timestamp | :
—_
| -
TXO0 X1 TX2 TX3 TXO0 X1 TX2 TX3 TXO0 X1 TX2 TX3 :
1}~ Transactions
TX4 TX5 TXN TX4 TX5 TXN TX4 TX5 . TXN :
4

Figure 2.1: Blockchain example.

Before a block is inserted into the blockchain, first a consensus algorithm has to be
executed. There are different types of consensus algorithms that might be executed before
inserting a transaction in a block, for example, Proof-of-Work (PoW), Proof-of-Stake (PoS) or
Practical Byzantine Fault Tolerance (PBFT) [65]. Bitcoin, for example, uses POW consensus
algorithm (sometimes called a mining process), while BlackCoin [339] secures its blockchain
through the PoS algorithm. BlackCoin uses a process called minting, instead of mining, to
validate transactions based on the amount of coins that the peers own.

Initially, blockchain was used as distributed public ledger for cryptocurrencies, for
example, in Bitcoin or Litecoin [208]. Lately, new concepts were added to blockchain making
its applicability wider. For example, blockchains, such as Ethereum [109], introduced the
smart contract concept, which allows a user to write a piece of code and add it to the block-
chain. Furthermore, in terms of application areas, blockchains are also being used to make
some operations faster than they were before. For example, the Ripple blockchain [298]
consists of a decentralized consortium and permissioned ledger used in the banking sys-
tem, and through that, changed the way banks are exchanging money.
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Hyperledger was presented by Linux Foundation, in December 2015, as an um-
brella for different blockchain initiatives. Its main focus is to define a cross-industry open
standard platform for distributed ledgers. Different types of blockchains can be implemented
under Hyperledger, even to provide blockchain infrastructure as a service, i.e. Blockchain-
as-a-Service (BaaS), and over this infrastructure developers are encouraged to create new
applications. One implementation from Hyperledger, the Hyperledger Fabric [49] proposes
a distributed ledger platform for running smart contracts. Fabric architecture is modular and
uses PBFT consensus algorithm, however the consensus algorithm is executed only to vali-
date peers that are also responsible for maintaining the ledger. Additionally, there are peers
called non-validating in charge of connecting different clients and validating peer transac-
tions. Thus, Hyperledger Fabric [112] works as a permissioned blockchain and, due to this
characteristic, its chain size and length depends on its configuration and purpose [240].

The IOTA blockchain proposal is focused to attend loT needs [111]. Its main differ-
ence from the original blockchain is how data are organized. While in the original blockchain
blocks are organized and linked sequentially, IOTA uses a Directed Acyclic Graph (DAG)
to link blocks. The IOTA DAG is called Tangle and organizes blocks in a graph structure.
Before a new block is inserted into the DAG, the insertion algorithm chooses two random
unconfirmed blocks (blocks that are in the DAG but were not confirmed yet), confirms the
PoW of these two blocks, and the new block points to these two, now confirmed, blocks.
Important to mention that this new block, which has now been inserted into the DAG, will be
confirmed when another block is inserted into the IOTA DAG. Transactions, in a block, can
contain monetary values (similar to a regular cryptocurrency transaction) or a zero value,
in that case the transaction holds, then, any other type of information. Although IOTA has
been used for loT, it cannot be applied to low processing power I0T devices due to the PoW
consensus algorithm [107].

Several other blockchain initiatives have been developed in the past years, for ex-
ample SpeedyChain [232], Waves [346], Stellar [322], and it is very likely that new ones will
be designed in the near future. It is important to mention that there is no blockchain standard
yet, but several researchers are discussing - in venues such as IEEE Blockchain Summits
and conferences - the way blockchain is changing the way applications will be developed
and how they will interoperate.

2.1 Blockchain Access and Control

Initially, blockchain was proposed by Bitcoin to be used as a free access environ-
ment, i.e., any user could access the blockchain and perform the same operations. How-
ever, in the last years, different approaches proposed new types of access to a blockchain,
especially to blockchains that contain sensitive data. Consequently, today there are three



39

different categories that can be used to classify the access of a blockchain: public, private,
and consortium [321].

In a public blockchain, anyone can join the network and access transaction history
recorded on the blockchain. Every node in the network has a copy of the distributed ledger,
which is generated by a distributed consensus mechanism. Usually, public blockchains are
resilient against attacks and failures due to the redundancy in the network and the con-
sensus mechanism. However, the distributed consensus mechanism causes latency, lower
network throughput and inefficiency. Network participants may earn economic incentives for
contributing to the consensus mechanism such as Proof-of-Work (PoW) or Proof-of-Stake
(PoS). Examples of public blockchains include Bitcoin, Ethereum, and Litecoin.

In a private blockchain, a single organization controls the blockchain by determining
the rules of the network and access permissions. Also, the trust is centralized at the owner
(that can be composed by a single or multiple nodes). However, some private blockchain
proposals can make incentives to the participants to perform the consensus in order to
avoid infrastructure costs. For example, a company can run a private instance of Ethereum,
controlling the initial difficulty of POW (number of bits zero in the beginning of the target hash),
but not centralizing the consensus (any participant can perform the consensus and receive
coins for the mining process). Additionally, the company can define access permissions for
every node, leading to improvements on privacy of the transactions. The private blockchain
architecture is more suitable for companies or government applications.

Consortium blockchains are used when a group of participants/companies inter-
act and both the consensus mechanism and maintenance of the blockchain are governed
by a predetermined group of network participants. The access mechanism of the consor-
tium blockchain defines the rules of access to the blockchain information. Similar to pri-
vate blockchains, consortium blockchains are more efficient and provide higher transaction
privacy than public blockchains. Consortium blockchains are suitable for applications that
involve multiple companies or agencies.

In relation to control and permissions to perform actions in the blockchain, there
are two different important categories that are used: permissionless and permissioned
blockchains [105]. Some works make confusions about public and permissionless or pri-
vate and permissioned. However, they are not synonymous. For example, a company can
use a private instance of Ethereum in a permissionless fashion. Public, consortium and
private are related to access to the blockchain, while permissioned and permissionless are
related to the control in the blockchain.

In permissionless blockchains any node can join the blockchain and participate in
creating and verifying transactions, contributing to the consensus mechanism. Usually, per-
missionless blockchains use incentives for establishing consensus and network participants.
It leads to blockchains with no centralized control leading to a higher resilience against at-
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tacks and censorship. The network operation is transparent so that network participants
know how the blockchain works and how consensus is achieved.

Differently, in permissioned blockchains authorized nodes are predefined and they
have permissions to participate in the blockchain. Permissioned blockchains allow an or-
ganization or a group of organizations to record communications, events, and transactions
in an immutable manner. Also, the blockchain is controlled by an organization or a group
of organizations, and the level of decentralization depends on the structure of the network
interactions. Consequently, in this kind of blockchain consensus mechanisms can be less
computationally expensive. This can improve scalability and throughput of insertion of infor-
mation when compared to the permissionless blockchains.

2.2 Blockchain Architectures

The most common adopted architecture in a blockchain is a completely decen-
tralized architecture, where each node can be a full node, i.e., every device communicate
directly to other devices in the network to update the blockchain. This kind of architecture
is adopted by most of the public blockchains, such as Bitcoin and Ethereum. However, it
requires that all devices have enough computing power, battery, memory, and storage for
maintaining the blockchain [303] [354]. In loT scenarios with heterogeneous devices - with
different hardware capabilities and limitations - this kind of architecture is hard to be used
without compromising the security of the devices, especially against Denial-of-Service (DoS)
attacks [155].

In order to mitigate the hardware strict requirements, some proposals adopted a
hierarchical P2P architecture (Gateway-based architecture in Figure 2.2). In that environ-
ment, fullnodes (also called gateways or overlays) are used to maintain a blockchain with
devices information[85][216]. This kind of solution leads to a reduction on the traffic gener-
ated through Smart Environments networks and decreases the vulnerability of the devices.
Moreover, some proposals execute smart contracts on the blockchain fullnodes, thus reduc-
ing processing on limited devices. However, these architectures are more susceptible to
the Eclipse attack [308], i.e., when a malicious gateway monopolizes device incoming and
outcoming connections.

Another architecture, called Blockchain-as-a-Service [43][289], separates the
nodes that control the blockchain from the loT network (see Figure 2.2). Consequently,
all the processing of the blockchain can be performed by a third-party infrastructure, reduc-
ing the computing cost for 0T devices. For example, in the work presented by Boudguiga et
al. [43], loT devices availability is updated in the blockchain through encrypted messages.
However, the trust is delegated to a third-party authentication authority, i.e., the IoT devices
are susceptible to security issues if the third-party authority or its APl is compromised.
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Completely Distributed Gateway-based Blockchain-as-a-Service

Figure 2.2: Main blockchain architectures for loT (extracted from [371].)

Each architecture has its own advantages and disadvantages. The selected con-
sensus depends on the purpose and the requirements of each IoT environment. In recent
research, Gateway-based and Blockchain-as-a-Service architectures were presented as so-
lution for limited hardware (which are more susceptible to DoS/DDoS attacks). However,
these kinds of scenarios present problems related to centralization and a need of trust in
a node or a set of nodes. Many discussions were made in the last few years - both in
academia and industry - for a standard or pattern for loT architecture through protocols and
other definitions.

2.3 Consensus Algorithms

Consensus mechanisms are required to achieve agreement on the state of the
distributed ledger shared by the nodes and to ensure security when there is no central au-
thority to control the state of the ledger. A blockchain guarantees that the information stored
in the ledger is unaltered by linking it to previously stored information on the blockchain and
validating the authenticity of the information based on digital signatures.

In order to achieve this, distributed consensus algorithms can be performed by the
nodes, which do not necessarily trust each other. The consensus algorithm prevents ma-
licious nodes of producing fake transactions and blocks and ensures randomness among
the nodes that perform the consensus. Most of the existing consensus algorithms demand
the participating nodes to spend computational resources to solve a puzzle to be able to
insert a new block. To prevent malicious miners from flooding the network with fake blocks,
the consensus algorithms limit the number of blocks that can be generated in specific time
periods by adjusting the difficulty of solving the puzzle. The unreliable nature of the peer en-
vironment where a blockchain is executed should be considered in choosing the appropriate
consensus algorithm to be performed.
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A blockchain should guarantee that the information stored is trusted and linked with
other information in the blockchain, and that a set of peers certify the authenticity of the in-
formation based on digital signatures. In order to achieve this, consensus algorithms can
be performed through the nodes - that might not be trusted ones. The unreliable peer en-
vironment, where a blockchain is executed, should be considered to choose the consensus
algorithm to be performed. Another key aspect to be considered is related to the hardware
constraints in 10T devices, such as computing power, memory, and storage.

As mentioned before, there are different consensus algorithms available to be used
in blockchains to guarantee that a new block inserted in the blockchain is valid. The main
algorithms (although not limited to these) are Proof-of-Work (PoW), Proof-of-Stake (PoS),
Proof-of-Space (PoSpace), Practical Byzantine Fault Tolerance (PBFT), delegated Byzan-
tine Fault Tolerance (dBFT), Federated Byzantine Agreement (FBA), Istanbul Byzantine
Fault Tolerance (IBFT), and Raft.

Proof-of-Work (PoW) consists in solving a resourcing consuming puzzle to avoid an
overload of information to be created [93]. Usually, the task is composed by the generation
of a hash for the data contained in the block varying a nonce value in order to obtain at
least a predefined number of bits equal to zero at the beginning of the generated hash
value. After the block is created, it is broadcast to other peers, and it can be easily verified
(compare the received hash with the block hash). Also, the difficulty of the work (e.g., higher
number of zeros in beginning of the target hash) can be adjusted over the time. There
are different implementations of PoW, both varying the algorithm to perform the “work” -
Bitcoin uses SHA-256 to perform the hash, while Litecoin uses Scrypt and IOTA uses Tangle.
Although IOTA [111] is the most prominent adopter of POW consensus for blockchain in 10T,
these algorithm tends to have a high impact on battery and processing of limited devices.
Additionally, POW is mostly used in rewarded-based consensus - miners receive coins to
perform the “work”.

Proof-of-Stake (PoS) is an alternative to the PoW algorithm. In order to reduce
the difficulty of the block generation task, PoS uses a random selection of nodes based on
wealth or aging of coins [171]. PoS preserves a single branch, as only a single node is
responsible for producing a block. Although PoS has the objective to reduce the processing
needed to create a block, to the best of our knowledge, there is not a blockchain for IoT
using PoS consensus. One problem with PoS in |oT is that it can lead to a centralization of
the consensus in few nodes, which creates a single point of attack, partially centralizes trust,
and limits scalability.

Proof-of-Space (PoSpace) was proposed to ensure a more energy-efficient solu-
tion than PoW. PoSpace can focus both on transient or persistent space. Usually, PoSpace
uses Memory-Hard Functions (MHF) or proof of secure erasure functions, which require
memory/space intensive computations. One advantage of this method is that a verifier only
needs a small amount of space and computation to check the results produced by the node
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that produced the block [94]. Although it has a lower energy consumption, it requires a higher
memory or storage space in the nodes that contribute to the consensus mechanism. Con-
sequently, PoSpace is not suitable for loT applications with resource-constrained devices,
where memory and storage are limited.

Practical Byzantine Fault Tolerance (PBFT) is the ability of a distributed network to
correctly reach consensus when a subset of the nodes are faulty or malicious. When there
are f faulty nodes in the network, PBFT requires 3f+1 nodes to correctly reach consensus.
When a new block is created, a leader node is selected. Then the leader node starts the
consensus mechanism by sending the block to the active validation nodes in the network for
validation. If more than 2/3 of the active validation nodes vote to validate the new block, the
block is appended to the blockchain [53]. PBFT has been used by many blockchain propos-
als for loT for the last few years. However, PBFT mechanism suffers from poor scalability.
In a large network, the number of messages and the waiting time for node responses can
be high. Additionally, in a dynamic P2P scenario, where nodes frequently leave and rejoin
the network, achieving consensus becomes difficult as active nodes can change their status
during the consensus.

Delegated Byzantine Fault Tolerance (dBFT), similar to PBFT, achieves consensus
on new information based on votes. However, in dBFT, validators (nodes that validate and
vote) are elected by the requester for each consensus. If the requester does not trust in
a chosen validator, the first one can elect another node as validator for the next consen-
sus procedure. Then, the validators choose a node to be the leader (Elected Validator “A”
in Figure 2.3) that will create the block and start the consensus procedure (step 2 in Fig-
ure 2.3). Consequently, just a small subset of the nodes are used to perform the consensus
in dBFT [71]. When more than 2/3 of elected nodes validate the information, it is considered
valid (in step 3, nodes A, B and C vote positively, so the new block is considered valid). Neo
is one of first blockchains that adopted dBFT-based consensus algorithm. This solution can
solve the scaling issue of PBFT, reducing the number of nodes that will perform the consen-
sus. However, in dynamic IoT scenarios it can still present a problem when elected nodes
are not reliable.

Federated Byzantine Agreement (FBA), similar to PBFT, achieves consensus
based on a set of positive votes. Each node knows a set of other “important” nodes (also
called Quorum slice) that are predefined by each node based on arbitrary criteria such as
financial arrangements. When performing the consensus, a requester node initiates (e.g.,
node A in Figure 2.4) the consensus algorithm and waits for the important nodes to validate
(nodes B and C in Figure 2.4) the new information. Those important nodes will validate
the information when their Quorum slices validate as well, e.g., B will validate when D and
E Quorum slices validate as well. Eventually, a enough number of the nodes in the net-
work (also called as Quorum) validate the information and it can be inserted in the block-
chain [226]. In this algorithm, only a subset of the network is used to perform the consensus,
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Figure 2.3: Inserting new block using dBFT (extracted from [80]).
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i.e., it is performed by groups (federations). Stellar is one of the most prominent adopter of
this algorithm.

_______________

- -

- -

-

Quorum
\Slice 1

I
1
1
1
1
1
1
1

1
1

1

1
1
1
1
1
\

Quorum
« Slice 3 ’

~ v’

_______________

Figure 2.4: Quorum slices used in FBA (extracted from [80]).

Istanbul Byzantine Fault Tolerance (IBFT) also requires that more than 2/3 of active
nodes in the blockchain to validate the new information to be inserted. However, the pro-
poser (node that start/control the consensus procedure) can be selected in a “round robin”
way. The proposer node starts the consensus without having to choose a leader. IBFT is
considered an adaption of PBFT and can be used to produce new blocks in a constant rate
by different nodes [27]. Due to the insertion of blocks in a constant rate, empty blocks (with
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no transactions/information) can be created. In loT scenarios, these empty blocks can lead
to unnecessary overhead.

RAFT also needs 3f+1 nodes to be setup in the network to have the capability to
tolerate f faulty nodes and has a leader that starts the validation. However, unlike IBFT, it
does not create empty blocks and the time to change the leader is randomized. The leader
handles all node requests and sends them to all the followers (other nodes in the network) to
perform the validation [253]. The main issue with RAFT is that all the information is serialized
through a leader that will manage the consensus through a randomized amount of time. In
an untrusted loT scenario, this leader can be overloaded by requests or can be targeted by
malicious nodes.

The adoption of the consensus depends mainly on three factors: the architecture in
which it will be used, the hardware requirements and the attack vector that is intended to be
mitigated. Consequently, the number of nodes and the processing overhead are important
issues to be considered when choosing the consensus algorithm. Table 2.1 presents an
overview of the consensus algorithms related to the access to the blockchain, blockchain
control approach, and positive and negative aspects for IoT.

Table 2.1: Overview of consensus algorithms for blockchains in 10T

Consensus Access Control Positive aspects Negative Aspects
Algorithm for loT for loT
Few messages High enerav and
PoW Public Permissionless | exchanged to 9 eTgy an
. computing required
achieve consensus
. Overload in few nodes
. . Scalable, not high . . ;
PoS Public Permissionless oWer consumin can impact in operations
P 9 of the blockchain
PoSpace Public Permissionless Not h'gh. power Requires high amount of
consuming memory/storage
PBFT Private gr Permissionless Less hardwe}re and Not scalable
Consortium energy requirements
. Scalable and Less . .
Private or - Problems in dynamic
dBFT . Permissioned hardware/energy .
Consortium . scenarios
requirements
. Scalable and Less ,
FBA Private or Permissioned hardware/energy important” nodes
Consortium . should be trusted
requirements
Private or . Less hardware and Not scalable, produce
IBFT ) Permissionless i
Consortium energy requirements | empty blocks
Private or . Less hardware and Not scalable, serialization
Raft ; Permissionless :
Consortium energy requirements | of requests

There are other consensus algorithms that can be adopted in appendable-block
blockchains, such as BFT-SMART, Proof-of-Authority (PoA), Proof-of-Personhood (PoP),
Proof-of-Burn (PoB), and Tendermint [105]. However, each consensus algorithm brings a
new discussion both on performance and possible security issues that should be addressed.
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Also, it is important to note that consensus algorithms that use rewards as incentives are not
suitable for appendable-block blockchain (there is no native cryptocurrency).

A seminal discussion about consensus algorithms for blockchain in [oT is presented
in Christidis [65] research. This research investigated different consensus algorithms and
concluded that the mechanism used in blockchains depends on two main factors: the ar-
chitecture in which it will be used and the attack vector that it is intended to mitigate. Con-
sequently, the number of nodes and the processing overhead are important issues to be
considered when choosing the consensus algorithm.

Although a consensus algorithm is a key aspect of a blockchain, most of the block-
chain proposals for 0T did not discuss or evaluate their usage [263][250][216][353][232][85].
It is an important issue to tackle, as dependability, security and performance can be affected
when a consensus algorithm is introduced in the blockchain.

24 Data Management

One important aspect to be considered in blockchains for 10T is how the data is
structured in the blockchain. Additionally, there are differences when considering which
cryptography algorithm is adopted for what purpose in the blockchain. Based on existent
approaches, there are differences related to the data layer adopted by different blockchain
solutions [242][86][216][232][110][111][112].

Traditional Blockchain DAG-based blockchain Appendable Block
i s N il o N
-
.
El [HashrdsignDatd

Figure 2.5: Block structure (extracted from [371]).

Initial blockchain proposals structured their data through blocks that contain both
header and transactions. The main difference is that transactions are the data structure
where some information is stored. Alternatively, the block is used to store the information
required to create the chain, i.e., the structure is defined to support the link between blocks,
where each block has a reference to its direct ancestral. Transactions are organized in-
side each block and could follow different arrangements, such as, Merkle tree [242], linked
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list [242], Direct Acyclic Graph (DAG) [111], contained immutable [242][111][112], append-
able data inside a block [216][232] or erasable [86] blocks. Some examples of how blocks
and transactions are organized in a blockchain are described next:

» The Bitcoin blockchain uses a Merkle tree to arrange transactions inside a block (see
Figure 2.6). In this case each block contains an immutable amount of transactions, i.e.,
once the hash of transactions are inserted in the Merkle tree inside a block, no further
action (adding or removing a transaction) can be taken (see Figure 2.5 - Traditional
Blockchain). Also, the Bitcoin blockchain uses a linked list to arrange the blocks list,
keeping the sequence, and linking a previous block to the previous block.

* In SpeedyChain the transactions are stored inside blocks, where the first transaction
is linked to the block header (through block header hash), while other transactions are
linked to the previous transaction, through the hash of the previous block (see Fig-
ure 2.5 - Appendable Block). Thus, this leads to an appendable block, i.e., a block that
can still receive new transactions after inserted into the blockchain. In SpeedyChain,
blocks are not immutable, however after a new block header is created, it is linked by
hash, preserving its integrity. Also, a new information inserted in block ledger is both
signed and hashed, guaranteeing both integrity and non repudiation.

» IOTA, uses a DAG structure (called Tangle) [111] to arrange and link block in its block-
chain. This DAG consists of a graph without direct cycles as shown in Figure 2.5.

Merkle Tree Root Hash
E F
hash(A|B) hash(C|D)

A/ \B c/ \D

hash(Tx0) hash(Tx1) hash(Tx2) hash(Txn)

Figure 2.6: Merkle tree structure (extraxted from [371]).

In order to support these data arrangements and still ensure security - data in-
tegrity and privacy - the cryptography algorithms are a central piece in this structure. Among
algorithms applied to blockchains we could highlight asymmetric and symmetric ciphers to
guarantee privacy, and hash functions to keep data integrity. For example, the Bitcoin block-
chain applies the Elliptic Curve Digital Signature Algorithm (ECDSA) [159] in order to create
the public/private key pair, which is used as a wallet address, and for the block hash, it uses
the SHA-2 [129] hash function. Ethereum [109], instead of using the SHA-2, uses a prelimi-
nary version of SHA-3 (based on original Keccak algorithm) [260]. SpeedyChain [232] relies
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in the SHA-2 hash function and Rivest—-Shamir—Adleman (RSA) [282] for the asymmetric
cryptography algorithm.

2.5 Blockchain Applications

The “Application” layer is responsible for managing the different applications that
uses a blockchain, for example, cryptocurrencies or data management. Currently, there are
several available cryptocurrencies [261]. Usually, a coin is used in transactions to represent
a cryptocurrency exchange between two users in a blockchain. Basically, there are two
manners to obtain a coin: acquiring (through a transaction) from a user or mining. In the IoT
context, IOTA (and its coin MIOTA) [111] was created to be used for M2M payments. I0TA
is, currently, the most known and representative cryptocurrency for 1oT [67]. Coins can also
be used in different applications, for example, Smart Grids [354].

Similarly to the coin concept, Tokens runs over an existing blockchain. Usually,
Tokens are instantiated as a fraction of the main currency and represent an asset or utility.
It is important to establish a main difference between Coins and Tokens: while, in general,
a Coin is a currency and runs its own blockchain, a Token can be a currency or represent
assets in the blockchain. So far the most popular Token definition and implementation is the
one which runs on the Ethereum platform, where some standards were defined, the most
popular standards are ERC-20 and ERC-721 [109].

Using decentralization, resilience, and transparency provided by blockchain, de-
centralized applications (dApps) became popular in blockchain applications [349]. In the
blockchain, if a peer fails, any other available peer has an updated view of the blockchain.
This property helps to improve the resilience of the application. Also, blockchain concept
was conceived to not present a centralized control, and therefore, the application that runs
on a blockchain infrastructure can improve its dependability [21]. And finally, any node can
verify the information and the history of the executions in the blockchain.

Another concept that has opened new perspectives for developing dApps is smart
contracts. A smart contract allows the execution of a code inside a blockchain without a
centralized control. Once in the blockchain the smart contract will be permanent and it
cannot be altered [65]. Any flaw in the logic of the contract will persist with it without the
possibility of an update. A mechanism to disable a smart contract may be included in the
development phase to provide flexibility for avoiding identified bugs. In that case the contract
will still persist in the blockchain but the logic of it will prevent it from doing any operation.
Additionally, after insertion in the blockchain, all smart contracts are available and are known
to the other nodes in the network. Also, values in variables stored within a smart contract
are available to everyone in the blockchain. Consequently, smart contract content can be a
concern for privacy-sensitive content.
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Since business logic can be applied to a smart contract, it has an ample scope of
applications, such as resource allocation, traceability, and auditability [65]. For example, a
smart contract can be deployed and made accessible to a specific manufacturer of loT de-
vices. In the smart contract, the device can check the last version of firmware available and
receive a hash of the newest version. If necessary, it can update itself to the last firmware.
Another usage is related to coin exchange. For example, on blockchains that provide cryp-
tocurrencies, a device can sell services to other devices (e.g., storage or information from
sensors). Also, it can help to manage an loT network with a list of devices and their permis-
sions [64]. This list is dynamic so new devices can be removed or added and permissions
can be changed. In this use case, non-authorized entities are not allowed to interact with the
devices in the network. Additionally, smart contracts can perform a load balancing algorithm,
analyzing the workload on the devices and assigning new tasks for idle devices.

Currently, smart grids are the most explored loT application for smart contracts
[248][124]. One of the drivers is a push for a decentralized market, where energy can be
freely produced and consumed without trusted third parties. In this environment smart con-
tracts can be used as market brokers where users of the network can offer excess or buy
energy from the network in an automated way without the need for a central authority. An
loT device - controlling the energy grid of a house - can participate in a blockchain network
and bid for energy in the region energy network. loT devices controlling the energy grid can
route the energy between the producer and consumer.The use of smart contracts and loT to
control access to energy in a house improves also auditability and increased transparency
[115].

Moreover, industrial 10T devices can be used to control the production in an au-
tomated way. These devices can benefit from the use of blockchain for management and
control. Smart contracts can be used to allow machine-to-machine communication, avoiding
the need of human intervention in some extend. A smart contract can be used to control the
access and permissions of loT devices and users, increasing the security and giving a more
transparent process where all activities can be audited. This approach is not exclusive to
Industry 4.0, as any loT network in most context can benefit from management solutions in
the blockchain.

2.6 Research on Blockchain in loT

In recent years, several researchers [88] [263] [43] [216] [250] have proposed dif-
ferent solutions that use the blockchain technology in loT to solve security issues. Also, we
can observe an increased interest in this field, as represented in Figure 2.7 by the increased
number of published papers about blockchain in 0T from 2015 to 2020.
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Figure 2.7: Increasing number of papers about blockchain in loT.

The search string “blockchain” AND (“iot” OR ‘internet of things” or “internet-of-
things”) on IEEEXplore' and its equivalent search string on ACM Library? and Science Di-
rect® databases were used to produce the graph in Figure 2.7. In order to refine the search,
papers with 1 or 2 pages (usually extended abstracts and posters), duplicates (papers from
IEEE were kept when conference was supported both by ACM and IEEE), and papers about
subjects not related to blockchains in loT (for example, using blockchain or |oT just as ex-
ample of new technologies) were excluded.

After the refinement process, only one paper was published in 2015 (present in
IEEExplore), 11 papers in 2016 (3 in ACM, 7 in IEEEXplore and 1 in Science Direct), 70
papers in 2017, and 184 in 2018 (133 in IEEExplore)*. We can also observe a large amount
of works published in 2019 (1310 papers) and in 2020 (1752 papers). This represents the
increasing effort of the academy and industry to use and discuss the adoption of blockchain
in loT.

After reading the abstracts of all of these papers, we selected the ones that pre-
sented relevant contributions for blockchains in 10T (they will be presented in details in the
next sections and in Chapter 3). Some works are seminal to the blockchains in loT. For
example, propose novel blockchain architectures [85] [43], while others propose innovative
blockchain data management solutions [216] [250].

For example, Dorri et al. [85] proposed a lightweight blockchain architecture for loT

as an authorization mechanism to access data in a Smart Home. Basically, the devices
with limited hardware are more susceptible to attacks, specially to: Denial of Service (DoS),

'https://ieeexplore.ieee.org

2https://dl.acm.org/

3https://www.sciencedirect.com/

4The presented literature review was performed on December 13, 2018. Dashed lines in Figure 2.7 repre-
sents the update performed on January 10, 2020.
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Modification Attack, Dropping Attack, and Appending Attack. Results obtained in their work
presented reduction on the traffic generated through Smart Home’s network and decreases
the vulnerability of the devices. Although simulations point to a reduction on devices’ pro-
cessing overhead and on the number of packets on the network, it did not discuss how the
devices are authenticated nor how limited power devices could be used in the environment.

Although there are important initiatives, there are security issues (e.g., Sybil [89],
DDoS [338] and Eclipse [137] attacks) that were not properly addressed. For example, in an
Eclipse attack, a malicious node can control the information that is shared with another node
(e.g., a gateway). Consequently, the information sent by this node can be omitted from the
blockchain in the other nodes. In a hierarchical P2P architecture this kind of attack could be
worse, since a supernode controls data from multiple devices. There is a lack of discussion
in the literature about Eclipse attack and its impact in blockchains for loT. Furthermore, there
is almost no discussion on how a blockchain can be affected by insecure APIs that access
blockchain data.

Also, smart contracts could be affected by problems related to blockchains. For
example, in comparison to traditional databases, the solution could present lower through-
put [65]. This latency is caused by the mining process in some blockchains and could act as
limiting factor, thus its application to real time solutions should be carefully evaluated before
being used [145]. A deployed contract is permanent, in the Ethereum case, or have a great
management cost to change, as in Hyperledger. Thus, the contract logic needs special at-
tention to avoid flaws, which can be used to exploit vulnerabilities and expose a variety of
risks to the network and users [65][108][252][81][347]. There are research initiatives [225] to
help developers to avoid issues during the smart contract implementation. Despite of that,
security issues in smart contracts can be further explored and discussed, as well the smart
contract applications in 10T, such as: firmware update, M2M payment and transactions, and
tracking devices.

In order to better categorize theses papers, we proposed a layer-based categoriza-
tion (published in [371]), composed by four layers: communication, consensus, data, and
application (as presented in Figure 2.8).

An overview of these works from 2015 to 2018 are presented in Table 2.2. It is
important to note that they are categorized - based on the main contributions - into one
of the presented layers or in “others” when the contribution cannot be categorized (e.g.,
survey paper or position papers). Furthermore, it is important to note that the majority of
the papers are categorized as “others” or “application” (layer). Thus, many researchers are
discussing how to use blockchains in different contexts. However, it can be observed that
the category consensus is the field with less published papers, hence there are new possible
opportunities of research in this field.

This classification motivated our work to explore consensus algorithms for
blockchains applied to 10T due to the lack of attention of the community from 2015 to 2018.
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Table 2.2: Blockchain in loT categorized using the layer-based model

Communication

Consensus

Data

Application

Others

ACM

[206], [54], [33],
[92], [7]

[167], [317]
[101]

[132], [10],
[52], [152],
[232]

[358], [254],
[235], [189],
[9], [302]
[83], [324],
[229], [136],
[168], [62],
[154]

[310], [290], [287],
[148], [227], [48],
[342], [106], [13],
[316], [207], [169],
[113], [257], [267],
[91], [96], [74],
[153], [84], [237],
[58]

IEEE

[289], [142], [209],

[87], [327], [359]

[308], [332], [357],

[288], [43], [59],
[305], [256], [72],

[336], [133], [333],

[131], [22], [220],
[12], [278], [161],

[163], [309], [293],
[307], [258], [312],

[365]

[325], [103],
[128], [195]

[160], [277],
[218], [259],

[85], [205],

[343], [201],
[236], [369],
[216], [345],

[6], [42],
[11], [77],

[334], [164],

[211]

[366], [269],
[65], [289],
[4], [198],
[40], [75],
[263], [82],
[291],[145],
[20], [359],
[178], [351],
[295], [177],
[162], [64],
[11.[93],
[102], [353],
[286], [125],
[197], [118],
[192],[196],
[241],[250],
[276], [314],
(28], [51],
[114], [193],
[249], [204],
(2], [16],
[23], [114],
[247], [90],
[348], [140],
[300],[63],
[315], [130],
[219], [340],
[246], [120],
[191], [304],
[274], [279],
[352], [156],
[275], [117],
[319], [165],
[172], [150],

[68], [35], [134],
[200], [361], [337]
[330],[368], [370],
[320][127],[266]
[185], [180], [99],
[301], [69], [56],
[190], [297], [100],
[15], [281], [177],
[139], [212], [176],
[285], [105], [335],
[116], [230], [238],
[344], [283], [202],
[107], [18], [233],
[179], [318], [350],
[328], [296], [326],
[313],[46], [97],
[184], [362], [151],
[264], [146], [228],
[363], [373], [174],
[3], [199], [144],
[364], [135], [323],
[372], [255], [237],
[60], [122], [265],
[294], [121], [356],
[292]

Science
Direct

[47], [39],
[126], [306],
[360], [203]

[86]

[147], [331],
[268], [367],
[24]

[143], [181], [173],
[271], [166], [104],
[234], [284], [183],
[329],129], [170],
[14], [182], [311],
[222], [280]
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Figure 2.8: Layer-based model for blockchain categorization (extracted from [371]).

After this search in the literature was performed, other papers were published. Conse-
quently, in the next section we present a discussion about the main works about consensus
algorithm for blockchains in loT and how the proposed work can help appendable-block
blockchain application in different loT environments.

Hence, although different blockchains for loT were proposed, there are some issues
that remain open. For example, there are few discussion about consensus algorithm and its
performance in loT scenarios. Also, there is few discussion about the security of the new
proposed consensus algorithms, specially to lIoT environments. And, finally, there are no
discussion about how to integrate different blockchains and how to use the users behavior
(including in different blockchains) in the consensus mechanisms in order to have a multi-
level consensus algorithm.

2.7 Chapter Summary

In this chapter we presented the main concepts about blockchain that will be used
or discussed in the next chapters. We presented the main architectures, different data struc-
tures, and how consensus algorithms are used. Also, we discussed the growing interest
on the use of blockchain in 0T environments. In the next chapter, we will discuss relevant
works on consensus algorithms for blockchains in IoT.
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3. RELATED WORK

The adoption of blockchain technology could be a challenge for loT environments
[69]. The main problem regarding the use of blockchain in loT is related to the limited
hardware capabilities of the devices that run on the loT context. This limitation requires
lightweight solutions, and most of the public blockchain size makes them inapplicable for
loT. Another problem regarding hardware limitation is related to computing power of loT
devices. For example, as mentioned before, Bitcoin [242] applies the Proof-o-Work (PoW)
consensus algorithm, which uses hash brute force calculation and, therefore, demands a lot
of time, processing power and energy to achieve consensus.

Consequently, several researchers proposed solutions to address the two most
common problems of blockchains: performance - response time to add both new blocks
and new transactions [216][119][369] and scalability issues - capability of all IoT devices to
interact with a blockchain - [69][250][374]. Although the new proposed solutions present
innovative ideas, they are in development and do not present an appropriate evaluation
in real scenarios. Consequently, this chapter focuses mainly in two aspects: consensus
algorithms and performance and security issues for blockchains in I0T.

The consensus algorithm plays a crucial role for ensuring that each new block
contains valid information, and any peer is able to verify the information in the blockchain.
The unreliable peer environment, where a blockchain is being executed, could be considered
in order to provide a solution to a common authentication problem, which is related to have
a third party involved. In an authentication context, the third party is responsible to assure
the trust in each party involved in the authentication process.

3.1 Searching Engine and Process

We used the similar search string presented previously on Section 2.6. The
search string “consensus” AND “blockchain” AND (“iot” OR “internet of things” or “internet-
of-things”) on IEEEXplore' and its equivalent search string on ACM Library? and Science
Direct® databases were used to help this study. After that, we read the abstract of the
papers and selected the papers that had some proposal or contribution on consensus for
blockchains in loT. We did not select any of the papers proposed by the author of this work.
The results of our findings are presented in the next section.

'https://ieeexplore.ieee.org
2https://dl.acm.org/
3hittps://www.sciencedirect.com/
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3.2 Results & Discussion

An important discussion about consensus algorithms is presented in Christidis et
al. [65] research. This research investigated different consensus algorithms such as Sieve,
Practical Byzantine Fault Tolerant (PBFT), Proof-of-Stake and Proof-of-Work. As mentioned
previously, Christidis et al. consider that both the network in which it will be used and the
attack vector that is intended to be mitigated are the most important factors to decide which
blockchain design should be adopted. Consequently, the number of nodes and the pro-
cessing overhead are important issues to be considered. Christidis et al. research pre-
sented blockchain as a solution to provide security in 10T. Despite the application examples
evaluated in their research, they did not discuss how to improve blockchain technology, in
particular performance, to be used in different loT environments.

PBFT can have some interesting characteristics for loT environments: it does not
require devices with high processing power and it does not require coins or tokens. In order
to evaluate the performance of PBFT in loT scenario, Sukhwani et al. [325] modeled PBFT
using Stochastic Reward Nets. In their study (performed with up to 100 nodes), initial results
were presented showing that PBFT can be a problem in a large scenario and is affected
both by the number of nodes and by the number of transactions.

Han et al. [128] presented an evaluation of different Byzantine problem based con-
sensus algorithms used in blockchain for loT scenarios. They evaluated PBFT (in Hyper-
ledger Fabric v0.6 blockchain), Ripple, and Byzantine Fault-Tolerant State Machine Replica-
tion (BFT-SMaRt) consensus algorithms using the same workload. The results showed that
for a high number of requests and high number of nodes (simulating an IoT scenario) the
throughput is drastically affected (going to zero successful with more than 3000 requests per
second).

Feng et al. [103] proposed an Hierarchical Byzantine Fault Tolerant consensus
algorithm in order to solve the scale issues presented by PBFT. The idea consists of clus-
tering nodes and setting a leader for each cluster. Only these leaders will perform the con-
sensus. Although it is an interesting approach, it can be also expressed by Gateways of
networks performing a BFT-based consensus algorithm (that was also proposed by other
works [85][216]).

Lao et al. [188] proposed a consensus algorithm called Geographic PBFT (G-
PBFT). This algorithm uses geographic information of fixed loT devices to perform con-
sensus. As a consequence, only devices with fixed location can perform the consensus.
This approach can help to avoid Sybil attack from devices geographically distant and use
data from “trusted" nodes to perform the voting procedure. The approach can reduce the
overhead in the message exchange procedure of PBFT and can be useful in some loT sce-
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narios. However, this approach is limited to loT scenarios composed by fixed devices with a
GPS or other global localization solution.

Hao et al. [130] proposed a blockchain for multi-agent based E-commerce. In their
work, they proposed the adoption of an adapted Raft consensus algorithm. The results
obtained were promising (few seconds to perform the consensus). However, Raft has some
security issues (due to the centralization of the consensus) and the time required to perform
the consensus can be high (few seconds that can elevated for loT applications that usually
requires fast response time).

Khan [166] proposed a novel consensus algorithm called FAST. FAST is based on
MapReduce function to aggregate transactions in a block, in order to produce a faster rate
of transactions per second. Three roles are used in this approach: user (also called as light
client), worker, and master. The consensus is performed by a master node (elected among
worker nodes). However, the trust relies on the master node. Hence, if the master node is a
malicious node or it is attacked, new insertions in the blockchain are compromised.

Solat [317] proposed a consensus algorithm for blockchain-based loT scenarios
called RDV. This consensus algorithm is a voting based algorithm composed by three main
steps: register, deposit, and vote. Every node that want to participate in the consensus have
to register, and the list of all registered devices is stored in the blockchain. After registering,
every node has to confirm the registration by “depositing” some coins. And, finally, every
registered node can vote. Consequently, malicious nodes are discouraged to participate in
the consensus procedure due to the cost to participate in the voting process. However, the
proposed scenario was not evaluated or compared to other consensus mechanisms. For ex-
ample, there is no discussion about how it is compared to another voting based consensus,
such as PBFT, dBFT, or FBA.

Fan et al. [101] proposed Roll-DPoS, an adapted version of Distributed Proof-of-
Stake (DPoS) designed for loT environments. In their algorithm, for each block generation,
a node is responsible to produce the block, and send it to be validate by the other nodes that
are participating in consensus. After the block is validated (or not), the chosen node can be
reelected to continue producing blocks, or it can be changed if it is not being fair. Although
the algorithm is presented, few discussion is made about performance, security issues or its
applicability in dynamic scenarios.

Huang et al. [141] proposed a credit-based proof-of-work consensus for loT. It
is based on decreasing the mining difficulty for honest nodes and increasing for dishonest
nodes through the use of credits generated when new blocks are created. Also, the data
structure is modified to use a directed-acyclic graph (DAG) instead of a chain. To assert
performance, an evaluation is performed in a smart factory scenario. The results show a
better performance than traditional POW without compromising security.

Another work based on PoW is the Proof-of-Authentication (PoAh) consensus algo-
rithm [221, 270]. POAH uses media access control as addresses in the blockchain network



58

for each node to reach consensus. The nodes are selected dynamically to verify transac-
tions based on the address. In the work of Maitra et al. [221], performance evaluation shows
energy consumption and latency. However, a comparison with other consensus algorithms
is necessary to assert the algorithm performance.

Qiu et al. [272] presented a new blockchain framework to be used in IoT environ-
ments using a consensus called Dual Vote Confirmation based Consensus (DVCC). They
use an hierarchical architecture with different roles. Some nodes participate in the consen-
sus procedure. The consensus is based on a mining approach (similar to PoW), in which a
miner and validators (called verifiers by the authors) are randomly selected. After a block is
proposed, both verifiers and other nodes should vote. Authors did not compare the proposed
solution with PBFT or any other voting based consensus. As a consequence, it is not clear
the advantages over existing consensus algorithms.

Biswas et al. [36] proposed the Proof of Block and Trade (PoBT) consensus al-
gorithm. This algorithm validates transactions (trades) and blocks while still maintain a
lightweight algorithm suitable for IoT. One of the approaches to attain its lightweight is limiting
the number of peers participating in a session to reduce the latency and increase through-
put. This number depends on the total number of nodes in that session. Also, the ledger is
split and distributed between nodes, which reduces the memory needs for loT devices. The
consensus algorithm was implemented in the Hyperledger Fabric and showed improvement
regarding performance when compared to traditional Hyperledger Fabric operation.

Chai et al. [57] proposed a reputation based consensus algorithms to be used in
blockchains applied to Industrial Internet-of-Things (IloT). Their proposal aims to reduce the
amount of processing required to insert new blocks by the usage of a trust system. In their
proposal, only nodes with high reputation can propose new blocks. This reputation is based
on tasking solving (similar to a PoW). Nodes that inspect new blocks also receive a reward
(based on reputation). As a consequence, more blocks inserted in the blockchain means
higher reputation. However, discussion on how this can be implemented on a IoT scenario
is limited. Similarly, but with a very preliminary evaluation, Makhdoom et al. [223] proposed
a system, called PLEDGE, that uses a reputation system similar to what was proposed by
Chai et al. [57].

Another reputation based consensus was proposed by Liu et al. [210]. In their sys-
tem they propose an anonymous reputation system that aims to preserve nodes identities.
To do that they propose a mechanism based on a Proof-of-Stake consensus protocol using a
blockchain-based reputation system. They use a zero-knowledge-proof mechanism to keep
secret the identity of the users that propose the new transaction and the users that proceed
with the validation of the transaction. This proposal has some interesting features to be used
on privacy of the users. However, it cannot be adapted for different contexts and different
loT scenarios.
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One more work that focus on reputation mechanism was proposed by Asheralieva
and Niyato [19]. They use a consensus mechanism based on shards, in which each peer
votes if the tasks outputs are correct. The votes are weighted based on the reputation of
each node. As a consequence nodes that have a higher reputation have higher weight in
the consensus voting procedure. As a result, their approach can achieve good performance
and reduce the risk of bad reputation/malicious user to introduce incorrect information. How-
ever, no discussion is presented to the latency of transactions insertion, and their solution
presents a low throughput (few transactions per minute).

Raghav et al.[273] proposed a consensus mechanism called POEWAL. This con-
sensus is based on a probabilistic proof of elapsed work and luck (POEWAL). The first part
is similar to the traditional hash based PoW but with a limited time window. The hash with
more initial bit zeros is chosen and the node that produced it is rewarded. When a conflict
occurs (same number of zeros in the hash), a luck mechanism chooses the hash and its
miner is rewarded. This kind of approach can be used on non-cooperative 0T environments
(public blockchains). The goal of this method is to reduce energy consumption of traditional
PoW and to reduce the latency of transactions insertions. However, it can have many secu-
rity issues both in the election of the winner hash and in the luck mechanism. Also, due to
processing/energy consumption required in PoW it can be hard to be applied in many loT
environments.

Bai et al. [26] proposed a consensus algorithm for a two-layer loT architecture. In
their scheme, data are shared in what they called “base layer" where the basic information
and transactions are maintained. In a top layer audition information and data are stored in
another kind of block. They use a reputation based scheme to achieve consensus for the
top layer and multiple proofs scheme for the base layer. This work presents consensus for
more than one layer, but different from the multi-level consensus proposed on this thesis, it is
closer to other Quorum approaches e.g., FBA consensus algorithm [226]. Also, they cannot
be adapted for different contexts.

Table 3.1 presents an overview of the presented research about consensus algo-
rithms for blockchain in IoT. As can be observed, some proposals did not evaluated the
consensus algorithm, and the ones that have some results did not had evaluation in real
loT hardware. Also, it can be observed that the proposals are mostly designed for pri-
vate/permissioned scenarios. Finally, there are no discussion about adaptive solution to
different contexts. It is important to note that authors did not discuss different contexts due
to the adopted blockchain architecture or to be out of the scope of their research.

The main challenges for consensus algorithms to be used in blockchains for 0T
are related to: security, trust, overhead (or performance) and scalability [50]. However some
applications can have different demands. For example, some applications can demand more
on the scalability than performance, e.g., vehicles tracking based on GPS has a small rate
of updating but has a large number of users; while others can be the opposite, e.g., a limited
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Table 3.1: Overview of consensus for blockchain in loT

Consensus | Evaluation Access Main Issues Contexts
and Con-
trol
Sukhwani et al. | PBFT Emulated  sce- | Private Lacks discussion about | N/A
nario with 100 | and Per- | node hardware constraints;
nodes using | missioned | Larger scale can be prob-
Hyperledger lematic.
Fabric
Han et al. PBFT, Rip- | Emulated sce- | Private Larger scenarios had prob- | N/A
ple and | nario with Hyper- | and Per- | lems to validate transac-
BFT-SMaRt | ledger Fabric missioned | tions.
Feng et al. Hierarchical | Simulated  with | Private Values can lead to prob- | N/A
Byzan- 100 nodes and Per- | lems in larger scale.
tine  Fault missioned
Tolerant
Lao et al. G-PBFT Simulated up to | Private Limited to localization infor- | N/A
202 nodes and Per- | mation and fixed devices.
missioned

Hao et al. RAFT Simulated with 4 | N/A Results are not conclusive. | N/A

nodes Only 4 nodes were used.

Khan FAST Simulated with 4 | N/A Consensus takes more | N/A

to 16 nodes than 10s.

Solat RDV N/A Public and | Reward based consensus. | N/A
Permis- Evaluation was not per-
sionless formed.

Fan et al. Roll-DPoS N/A N/A A single node can be an | N/A
target and compromise the
insertion. Evaluation was
not performed.

Huang et al. PoW based | Single local de- | N/A PoW approaches can be | N/A

vice problematic for limited loT
devices.

Maitra et al. PoAh 3 local devices N/A Evaluation shows the | N/A
power consumption but
without comparison with
other approaches

Qiu et al. DvVCC Simulation  with | Private Different procedures, ran- | N/A

32 verifiers and Per- | dom selection, voting, min-
missioned | ing.

Biswas et al. PoBT Simulation  with | N/A Scalability issues. N/A

100 nodes
Chai et al. Proof-of- Simulation, num- | N/A Lack of discussion about | N/A
Reputation | ber of nodes not implementation on loT
available nodes.
Liu et al. Proof-of- Simulation, num- | N/A Lack of discussion about | N/A
Reputation | ber of nodes not implementation on loT
and PoS available nodes.
::gﬂ:,lzza Proof-of- | Simulation  with | N/A Lack of discussion about | N/A
Reputation | 20 nodes implementation on loT
and voting nodes.
Raghav et al. PoEWAL Simulation  with | Public and | Limited to powerful loT de- | N/A
50 nodes Permis- vices
sionless
Bai et al. two-layer Simulation, num- | Private Lack of discussion about | N/A
ber of nodes not | and Per- | implementation on loT
available missioned | nodes.
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number of smoke sensors in a smart building requires a lower latency as possible. This two
different contexts motivated our work to propose an adaptive solution that will be discussed
in the following chapters.

3.3 Chapter Summary

In this chapter we presented different efforts to propose or adapt new consensus
mechanism to be used in blockchains applied to loT environments. We could observe inter-
esting approaches that can be used, however none presented a proposal to be adapted to
different contexts. The next chapter presents our blockchain called appendable-block block-
chain, where this thesis proposal is inserted and where the PhD candidate contributed for
its development.
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4. APPENDABLE-BLOCK BLOCKCHAIN

In this chapter, we present the fundamental concepts of blockchain architecture
that underpins our proposed framework. Appendable-block blockchains was proposed and
designed by different researchers from CONSEG research group (in which the author of this
thesis participates) during the last four years. Consequently, many discussions presented in
this chapter were presented in the previous works of the group [216][232][215][251][76][214].
In the first stages of the appendable-block blockchain framework (formerly called R2AC and
later on called SpeedyChain), Lunardi et al. [216] presented a lightweight permissioned
blockchain that creates blocks on demand focused on IoT for Smart Homes/Smart Offices
scenarios, using a layer-based architecture [157]. As can be observed in Figure 4.1, devices
and gateways are separated in different layers (perception and transportation), thus they
have different roles in the blockchain.

APPLICATION LAYER
o — — 0
E — ()

USER

TRANSPORTATION LAYER

DATA A [ DATAA|  [DATAB!

DEVICE A

T
1

1
PERCEPTION LAYER| Y

(d)
DEVICEB | = l====-+ DEVICE C

Figure 4.1: Gateway-based Architecture for loT (extracted from [216])

Therefore, each device can produce information and send to the gateways to ap-
pend data to its own block. Consequently, devices can keep producing and appending infor-
mation into blockchain independently to the other devices operations. Gateways will main-
tain the blockchain, that is composed mainly by two parts: block ledger and block header
(as shown in Figure 4.2). Additionally, gateways are able to maintain only the Block Header
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- which contains important information about devices (especially their public keys) - without
having every device’s block ledger. The block ledger is composed by the information digi-
tally signed (both by the device and gateway), and chained through the hash of the previous
information (or to the block header if it is the first information of the block ledger).
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Figure 4.2: Appendable-block blockchain components (adapted from [215]).

After receiving feedback from different researchers and analyzing a broader sce-
narios for smart cities, the initial blockchain was modified to fit a smart city scenario [232]. In
this improved version called SpeedyChain, the main changes were performed in the block
header (inclusion of an expiration field to avoid a block that produce a too long chained
information in the block ledger) and in the block ledger (different fields were added to sup-
port different data such as access level). After that, some other changes were performed
mainly in operations allowed in the blockchain and in the consensus algorithms. In order to
properly discuss the current version of the blockchain, the next section presents the current
architecture, the blockchain definition, and main operations available in the SpeedyChain.
Furthermore, preliminary results obtained in the evaluation, publications and other research
results, and open issues in the SpeediChain are presented.

It is important to note that the next sections present the formalization of the
appendable-blockchain (former called SpeedyChain framework), its main operations and
evaluation. Part of the text of the next sections and chapters were extracted or adapted
from different published [216, 232, 371, 215, 214, 76, 80] works from the CONSEG research
group (in which the PhD candidate is on of the authors). Publications and other contributions
were discussed in Section 1.6.
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4.1 Architecture

Let N ={N;, ..., Ny} be the set of n nodes in the system with public-private key pairs
(NPK;, NSK;). Also, consider that these nodes can have different roles in the architecture.
Consequently, this system is composed by d devices, where D = {Dy, ..., Dy}, that usually
produce information and could be controlled remotely; g gateways, where G = {Gy, ..., Gg},
that manage the access to information in a blockchain; not limited to this, different kind of
nodes are supported such as s service providers SP = {SP;, ..., SPs}. Therefore, N; = {D, G,
SP). Assume that all nodes in N can use the same cryptography algorithms. Moreover, every
NPK; should be different and accessible by any participant in this system. Also, assume that
a key pair (public and secret keys) from a device will be represented as (DPK;, DSK)) and a
key pair from gateway will be represented as (GPK,, GSK;). Consider that each device in
D (Perception Layer) should be connected to a gateway in G (Transportation Level) through
different (wired or wireless) network devices. Additionally, the gateways are responsible to
manage the device access and provide an API that allows to manage the blockchain.

4.2 Data Model

Based on the IoT architecture presented in Figure 4.1, the blockchain will be main-
tained by gateways in G (Gateway Level in Figure 4.1). To ensure that every participant
can access any NPK; (e.g., DPK; or GPKj) and information stored in a Gateway was not
tampered with, let a blockchain B = {B;, ..., By} be a set of b blocks. Each By has a pair of
different information (BHx, BLk), where BHy is responsible to maintain the block header of By
and the BL, stores the block ledger, i.e., the set of transactions of By as shown in details in
Figure 4.2.

Therefore, BHj is composed by (HashBHj.1, k, Timex, Expk, Pol, NPK;), where

0 ,when k = 1

HashBHk_1 = .
hash digest of BHx.; , when k > 2

where hash digest is obtained through a hash function, i.e., HashBHj.; contains the hash
digest of previous block header (or zero when it is the first block); k is equal to the index of
the block By in the blockchain; Timey is the timestamp from when the block was generated;
Expi presents the threshold time to insert a new transaction in its block ledger, for example,
after this time a device should create a new key pair (NPK, NSK) and create a new block;
Poly presents the access policy that the device has to attend; and NPK; is the node public
key. It is important to mention that every node - independent of its type - should have a
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block in B, composed of at least a block header, and every NPK should be available in the
blockchain.

Let BL,={Ty, ..., Ti} be the set of t transactions on the block ledger of the block Bk.
T is composed by (HashT,,.;, m, SigG,, Info,), where

hash digest of BHx ,when m=1

HashT . = .
hash digest of T,,.; ,whenm > 2

where the HashT,,; contains the hash of the previous transaction (or the hash of its block
header when it is the first transaction of the block ledger); m is equal to the index of the
transaction T, in the block ledger BLy; SigG, represents the result of the cryptography
using the GPK,, to sign Infop,.

The Info,, can be different for each type of node. Devices provide a set of informa-
tion (SigD,, AL,,,GPS,,, Data,,, TTimep,), where AL, is the access level required to access
the information from outside of the blockchain that is defined by the device D;, while the
SigD,, represents the signature of (AL, GPS,,, Data,, and TTimey) using DPK;, where
GPS,, represents the global position of the device (when it is available), while Data,, is the
data collected/set from/to device D; and TTime, is the timestamp when the Data,, was gen-
erated/set. It is important to note that Data,, could be formatted differently depending on the
device. For example, it could store a single read of a sensor (an integer type) or a set of
information, encrypted or not, depending on the configuration established in the API level.
Before any device performs its first transaction, it should authenticate through a gateway.
For example, in Figure 4.1, Device A is authenticated in the blockchain through Gateway A.
After that, the device has to perform a Key Exchange procedure with the gateway to build a
secure channel. This procedure is presented as follows:

1. Device A (represented in blockchain as D,) sends a Hello message with its own Public
Key DPKj, (e.g., for encryption using the RSA algorithm) to Gateway A (represented in
blockchain as G,);

2. Gateway A perform the key exchange (e.g., to build an Advanced Encryption Scheme
(AES) secure channel) using the received DPK3;

3. Device A sends a first transaction through an encrypted channel using the AES key
generated by the gateway;

4. Gateway A starts the consensus with the other gateways to insert a new block B, with
DPKj, in the block header BH, and the first transaction T; in the block ledger BL;;

5. After the consensus, if the block is considered valid, the block B, is inserted in the
blockchain;

While the device private key should be kept secret, the public key (represented as
DPK, in Figure 2.5) will be publicized and used by the gateway to identify the device. After
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the B, is in the blockchain, the device can produce transactions that will be appended in the
block ledger BL, until the Exp, is lower than the TTime,, in the transactions T,,. Anytime that
a gateway receives a transaction with its timestamp TTime, with a higher value than the
expiration time Exp, the gateway will proceed with key update algorithm. Also, the node D,
can send to the gateway a request to update its public key DPK,’ previously the expiration
time is reached. In both situations, a gateway will request to the device N, its new public key
DPK,'. After the key validation (e.g., if the key is not already in the blockchain), the gateway
will append a new block into the blockchain with the new DPK,’ from device D,.

4.3 Consensus

SpeedyChain was improved (as part of this thesis proposal) to support different
consensus algorithms. Before discussing different consensus algorithms, first we need to
present what is a valid block or transaction. For a transaction to be considered valid, it should
have a node (device, gateway, service provider, etc) NPK;that is already in the blockchain, a
valid signature (based on the data transmitted and NPK;), and a TTime,, lower than its Expy
(present in the block header) to ensure that no transactions are inserted in an expired block.
Moreover, to ensure that a block header is valid: (/) the gateways should agree that a new
node NPK; can be part of the blockchain B; (ii) the access policy Poly for this node NPK;
should be defined; (iii) the Exp, should be calculated to avoid a large block in size. In this
work we assume that this validation is performed by the gateways through predefined rules.

Four different consensus algorithms were incorporated to appendable-block
blockchains: (/) validation based on the authority of gateways and using a specific number
of witness, where every block should be signed by at least a predefined number of witness
(2 witness were adopted in this work); (/i) adapted PBFT algorithm, where more than 2/3
of the active gateways should validate and sign the block; (iii)) adapted dBFT algorithm,
where more than 2/3 of delegated gateways should validate and sign the block; (iv) a simpli-
fied PoW algorithm, used for comparison since it is adopted in many different blockchains,
where a gateway achieves a hash with a certain characteristic (in this work, first 12 bits
should be equal to zero). All consensus algorithms, except PoW, could be summarised in
Algorithm 4.1.

In order to encapsulate the new block Bg, every information from the block
header BHj is set, such as the hash of the previous block header BH, (line 2), block in-
dex Ik (line 3), the timestamp using the time of block creation Timey (line 4), an expiration
time Expy to control the validity of the block (line 5), and the access policy Pol, that the new
node is submitted to. It is important to note that both Exp, and Polx are defined in API level.
After the block header is created, the consensus is performed (line 7). It is important to note
that the consensus is performed only by gateway nodes. After the consensus is performed
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Algorithm 4.1 Generic consensus algorithm

Require: receive a NPK; to perform consensus

. b + lastindex(B)

HashBH,_ < hash(BH,)

k< b+1

Timey < getTime()

Expy < defineExp()

Polx <+ setPolicy()

BHy « {HashBH.1, k, Timey, Expy, Polx, NPK;}

consensusResponses < performConsensus(BH,)

if consensusResponses > minimumResponses then
broadcast(BH,)

end if

TV NS O R =

—_

and it receives more than the minimum responses for each consensus algorithm, the new
block is broadcast to the peers (line 10).

4.4 Smart Contracts

The appendable-block blockchain supports the use of smart contracts. This feature
uses a unique model proposed in the work of Nunes et al. [251], called Context-based model
for smart contracts. This model allows the execution of groups of smart contracts in parallel
to process a high number of transactions while still maintaining low latency. These two
qualities are important in loT Domain. Also, the smart contract feature can help in the
management and maintenance of 10T Devices as discussed by Christides [65].

However, despite the benefits of this model, there are limitations to its use that may
negate its benefits. The most important is that Smart Contracts exist in a context, which is a
structure that isolates this group of smart contracts from others. Therefore, a smart contract
in a context can not interact with another smart contract in a different context. Thus, a group
of smart contracts in one context will have sequential processing and the parallelism feature
is attained by processing different contexts in parallel. Therefore, it is important to properly
select a program that will execute on top of this model. Programs that can be split into
smaller not interacting parts are desirable because these parts can be inserted in different
contexts to attain parallelism.

Due to initial development of smart contracts on appendable-block blockchains and
some limitation that it presents, we did not evaluated smart contracts transactions in this
thesis.
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4.5 Main open issues

Appendable-block blockchains use an hierarchical architecture and a bespoke data
structure (with separated insertion of blocks and transactions), which allows to insert trans-
actions in parallel across nodes. In appendable-block blockchains, consensus is only per-
formed when creating and inserting a new block for a node [215]. Once the block is created
for a specific node, the node can attach transactions to the block. As a consequence, where
is N0 consensus to insert such transactions in appendable-block blockchains. That is, nodes
have to trust its gateway - a full node that controls the access to other nodes to the block-
chain - to insert valid transactions in their blocks. In addition, appendable-block blockchains
assume that devices connect to only one gateway at a time.

Therefore, without a consensus at transaction level, appendable-block blockchains
are susceptible to misuse and attacks through malicious or tampered gateways. Such gate-
ways can compromise the insertion of information (e.g., insert an invalid execution of a
smart contract) and can eclipse devices or hide devices information (not inserting that into
the blockchain).

4.6 Chapter Summary

In this chapter we presented the main concepts of appendable-block blockchain, as
well an adaption to support four different consensus algorithm to insert new blocks. However,
not performing consensus to insert transactions can be problematic to appendable-block
blockchains. In particiular, due to the issue that malicious node can hide information from
devices or insert wrong smart contracts execution in the blockchain. In Chapter 5 we propose
a solution to solve this issue and to help in the performance and the adaptability of the
blockchain to different contexts.
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5. MULTI-LEVEL CONSENSUS ALGORITHM

Appendable-block blockchain is a solution to allow the insertion of new transac-
tions into already inserted blocks. In the preliminary experiments with appendable-block
blockchains [232][215], consensus is only performed when creating and inserting new
blocks, and there is no consensus to insert transactions into blocks [215]. However, some
issues were not properly addressed by theses works. Firstly, that proposals of appendable-
block blockchains have a communication protocol that allows a device to connect to only a
single gateway. As a consequence, transactions produced by devices can be omitted by a
malicious gateway. Secondly, the consensus is performed only to insert new blocks, which
means that invalid transactions can be included. Finally, scalability can be a problem as the
usage of consensus in the current appendable-block blockchain would be performed individ-
ually for each transaction, leading to latency issues as we will present in the evaluation. The
contributions of this chapter were presented in part in a previous work [214].

5.1 Context-based transaction consensus

We propose a context-based consensus algorithm to address the limitations of the
current version of SpeedyChain. In particular, to solve the first issue, we propose that every
device should connect to a minimum initial set of gateways. When a device connects to
multiple gateways, this eliminates a malicious gateway from cheating as other gateways will
detect it, differently to what would happen if a device was connected to a single gateway. A
simplified version of the connection protocol is presented in Fig. 5.1. The main steps are
described as follows:

1. Device a (represented Dev a in Fig. 5.1) sends a Hello message with its own public
key Dev a Pubkey, e.g., for encryption using the asymmetric cryptography, to gateway
A (Gw a);

2. Gw a verifies if Dev a PubKey is in a block header of the blockchain, i.e., a block for
that device was inserted previously in the blockchain:

(@) In the case that the Dev a PubKey is not in a block header and the device is
allowed to access the network, Gw a starts a consensus to include a new block
for Dev a containing its PubKey:;

i. Other gateways (Gw b and Gw c in Fig. 5.1) verify the proposed new block,
they vote (signed voting) and send the result back to the gateway that started
the consensus;
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3. After the consensus (if the block is considered valid), the block containing Dev a Pub-
Key is inserted in the blockchain. Then, if Dev a PubKey is in the blockchain, Gw a
and Dev a can establish an encrypted channel using symmetric cryptography;

4. After a device connects to a gateway, they can exchange information. Our proposal
allows a device to send the same transaction to multiple gateways. These multiple
connections with gateways can help to avoid a device from being eclipsed by a tam-
pered gateway. Allowing the connection to multiple gateways is an improvement to
appendable-block blockchain, as discussed previously. Also, it is important to note that
devices’ transactions have a timestamp and a digital signature.

5. Any update from a device is a transaction in the blockchain.

Dev a Gw a Gwb Gw c
1.Dev a PubKey

‘2.% 2.a.
R
—

3

1.Dev a PubKey

4 Info

\

Figure 5.1: Device connection simplified protocol.

As mentioned previously, every device can connect and send its update (a new
transaction) to multiple gateways at the same time. For instance, Dev a is connected to
three gateways (Gw a, Gw b and Gw c), as depicted in Figure 5.1.

As presented previously, appendable-block blockchains allow nodes to insert trans-
actions into their own blocks at the same time, independently from each other. However,
there are two remaining issues. One of them is that the current version of SpeedyChain does
not present consensus at transaction level, i.e., a gateway - to which a device is connected
- inserts the transaction in the device’s block ledger and sends it to the other gateways. In
this case, different gateways can insert the same transaction in the blockchain (duplicating
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the same transaction), or in the worst case, propose an invalid transaction, e.g., wrong re-
sult of smart contract execution. The other issue is that using one consensus procedure
for each inserted transaction, without changing the way how transactions are inserted in the
current version of appendable-block blockchains, can lead to scalability problems. A solution
to these problems is to separate devices into different contexts. Consensus will be executed
inside each context, and then propagated to gateways from different contexts. Thus, a new
field called context should be added to the Block Header (presented previously in Fig. 4.2.
This will allow to define that a device will participate in a specific context. The definition of
which context a device will be part of is made by gateways during the device’s block inser-
tion. The rules to define this can be based on the type of information handled (gas sensor,
lightning sensor, etc.) or other definitions that an organization/consortium will agree upon
previously. In our proposal, we assume that the definition of contexts is based on existing
predefined rules.

Context-based consensus consists of different contexts, where each context con-
tains a number of devices. Consensus is performed in a context independently from other
contexts. Consequently, each context can have different consensus or different parameters
to be considered to append new information in the blockchain. Gateways can participate in
consensus of different contexts, allowing them to participate in different consensus mech-
anisms (see Fig. 5.2). For example, Context Blue (CB) is composed of a set of gateways
{GWA, GW B, GW C, GW D, GW E}, Context Yellow (CY) = {GW E, GW F, GW G, GW H,
GW I, GW J}, and Context Red (CR) = {GW E, GW F, GH K, GW L, GW M, GW Nj}. In this
example, the consensus algorithm used in CB can be different from the consensus algorithm
used in CY and CR.

After a consensus is performed inside a context, a gateway can share/propagate
the new consented set of transactions to the gateways from the other contexts. For example,
after a consensus in CR, GW F can share new information from CR with gateways in CY.
This can be performed in two different approaches:

* (/) using the existing approach by sending the transactions with signed votes to a list
of known gateways that do not participate in the context in which the consensus was
performed, e.g., GW D in Fig. 5.2 can share a set of valid transactions from CB with
gateways to known gateways from CR. Every gateway that receives a transaction from
known devices can share that with other gateways;

* (i) using a new approach by sending transactions from a context or specific devices
when they are requested by a gateway (on demand), e.g., if Gw [ wants to ensure that
it has an updated view from a device from CB.

Approach (i) is similar to what is adopted in dBFT [71] and any other consensus
algorithm that has a limited group of nodes performing consensus. This approach maintains
an updated view (but not synchronous) of all transactions from every node. One issue that
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Figure 5.2: Gateways in three different contexts (extracted from [214]).

this approach can have is related to scenarios of a large amount of contexts and, conse-
quently, many messages are exchanged between gateways to update all gateways’ ledgers.
However, the number of messages will be far less than performing the consensus by all
gateways in the blockchain.

Approach (ii) can be adopted as a mechanism to avoid many update messages
and, also, it can be used as a mechanism to update gateways that do not participate in the
same context when requested. As the gateways do not participate in the consensus for that
context, the information about transactions may not be used by that gateway. Additionally,
this approach can be used to reduce the amount of data that is stored in each gateway.
These data can be required if a gateway needs to use them for some processing, decision
making, or they are requested by a Service Provider. This approach does not affect the
replication of block headers, but can compromise the reliability and the number of copies of
transactions.
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Each context can have different configurations or different consensus algorithms.
Each round can be defined by a set of transactions, that can be designed in different config-
urations:

* (a) one transaction (from that context) per time;

» (b) a set of transactions (from that context) generated during the time required to per-
form the previous context without a limit of transactions;

* (c) fixed maximum number of transactions per consensus.

Configuration a presents the same configuration used by the current version of
appendable-block blockchain to insert transactions, i.e., one transaction per time. This con-
figuration can have a reduced latency to process the transaction for a device in a scenario
that gateways are not overloaded. It is a simple approach, and each gateway can start a
round of consensus. However, it can lead to a high number of consensus performed in a
scenario with a high number of devices or a high rate of updates from devices from a context.
In the end, the latency can be increased by the bottleneck in gateways.

Configuration b presents the same configuration available in many blockchain,
i.e., a limited set of transactions for each consensus. This configuration can reduce the
number of consensus performed in the same context and, as a consequence, reduce the
number of messages. However, it can lead to more time spent to verify all transactions and,
as a consequence, more time can be required to perform the consensus. The gateway that
starts the consensus (also known as leader) has to use all transactions produced in the
context. However, this approach can increase the number of messages exchanged before
the consensus (every gateway will have to send proposed insertions to the leader when
requested). A problem with this approach is that overloading the gateways with many new
transactions can lead to a time-consuming consensus.

Configuration ¢ presents an alternative configuration, which may help to avoid
high latency (or starvation) of transactions in overloaded situations. However, this configu-
ration can increase the latency to insert a single transaction, but the number of messages
exchanged will be reduced. The gateway that starts the consensus (also known as leader)
has to use a limited set of transactions from the context. A problem that can happen is when
too many transactions are produced in a small amount of time, i.e., this approach can have
a problem to handle an overloaded situation.

A context-based approach can reduce the number of messages exchanged to per-
form consensus for the transactions. However, some issues can happen when using this
approach. For example, gateways that participate in many contexts can have issues re-
garding the high number of consensus messages, e.g., GW E (in Fig. 5.2) participates in
all contexts. A maximum amount of contexts for each gateway should be defined. Also,
scenarios in which a small number of gateways participate in the consensus for a particu-
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lar context is susceptible to attacks, similarly to shard approaches [123] or consensus with
limited gateways [71].

Lunardi et al. [215] discussed the usage of PBFT in appendable-block blockchains
to insert new blocks. That approach can still be used to insert new blocks, i.e., having
different consensus to block insertion similarly to the ones used for transaction insertion. In
the next subsections, we present the algorithms for each different configuration.

51.1 Consensus for single transactions (Configuration a)

New data that are produced by a node from a specific context (C;) will be processed
by a gateway (Gw;) from that context, and it will be sent for a consensus. The prepareCon-
sensus(Tm) and commitConsensus(Tm) functions used can be different for each scenario.
Although, we assume, in this work, that operations are the same as used in PBFT[53], i.e.,
every node receives a copy of the transaction in the prepare phase, and sends the vote to
every other gateway (in the same context C;) approving or not the new transaction on commit
phase.

Algorithm 5.1 Perform transaction consensus - Configuration a
Require: Info,, and Di

1: validinfo + verifylnfo(/nfo,)

2: if validinfo is true then

3 T < createTransaction(B, Info,, NPK;)
4:  forall Gw; in D; do

5: prepareConsensus(7,)

6: end for

7. forall Gw; in D; do

8: responselList < commitConsensus(7T,)
9: end for
10:  if |positive(responselList)| > minResponses then
11: addTransaction(T,))
12:  endif
13: end if

5.1.2  Consensus for unlimited transactions in a time-window (Configuration b)

A gateway Gw; will receive new data produced by a node from a specific context C;.
After processing that data, Gw; will send it to a transactions list (or pool) and then process it
in the next consensus.
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Algorithm 5.2 Send transactions pool - Configurations b and ¢

Require: Info,, and device NPK;
1: validinfo + verifylnfo(/nfo,,)
2: if validinfo is true then
3: sendTransactionPool(/nfo.,, BH})
4: end if

Algorithm 5.3 Perform transaction consensus - Configurations b and ¢

Require: transactionPool and C;

1: setT, < getTransactions(transactionPool, z)
2: validinfo « verifylnfo(/Infoy,)
3: if validinfo is true then
4. Tn < createTransaction(B, Infon,, NPKj)
5. forall Gw;in D; do
6:
7
8

prepareConsensus(setT )

end for
: forall Gw; in D;do
9: responselListperT < commitConsensus(setT )
10:  end for
11:  for all Ty in responseListperT do
12: if |valid(responselList)| > minResponses then
13: addTransaction( 7))
14: end if
15:  end for
16: end if

Differently from Configuration a, we assume, in Configuration b, that operations
prepare and commit use a set of transactions that will be voted as valid or not. It is important
to note that variable z (line 1 in Alg. 5.1), which represents the limit of transactions, is set to
zero (no limit is used in Configuration b). Also, we assume that a leader is elected for each
consensus round. Similarly to Configuration a, we based the prepare and commit phases in
what is adopted by PBFT [53]. Thus, every node receives a copy of the set of transactions in
the prepare phase. After that, on the commit phase, every node sends the vote (approving
or not each transaction in the set) to all other gateways (in the same context C;). As a result,
there is a list of votes (from all gateways) for each transaction.

5.1.3  Consensus for a fixed maximum number of transactions (Configuration c)

Similar to Configuration b, all data produced by a device from a specific context C;
will be processed by Gw; from that context. Also, a list will be processed in the consensus
(Alg. 5.2). We assume, in Configuration c, that operations prepare and commit use a set of
transactions with a predefined limit (z in line 1 in Alg. 5.3) that will be voted as valid or not.
Also, we assume that a leader is elected for each consensus round. Also, every time that a
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consensus is finished a new one will be started but with a maximum amount of transactions
per time, i.e., the consensus is based on the time for each round but with a limited amount
of z transactions.

5.2 Multiple consensus

Context-based consensus can have some benefits, such as increasing the through-
put and reducing the latency in the transactions insertions. But an important improvement
is the possibility to use different configurations/approaches for each context. This can help
to provide a solution that fits in a large variety of applications. For example, considering
the adoption of appendable-block blockchain in a smart building. We can imagine that in-
formation produced by smoke detectors can be updated to all gateways from the blockchain
(approach I), at the same time that information produced by lightning system is sent to other
gateways only when requested (approach II).

Another important feature is that using multi-level consensus (consensus at the
block level and transaction level) allows appendable-block blockchains to use different con-
sensus algorithms. For example, a more strict configuration can be defined for insertion of
the new blocks than it is used to insert transactions. Also, at the transaction insertions, dif-
ferent consensus can be performed for each context. This feature can help in the flexibility
and adaptability of appendable-block blockchains to be used in complex and heterogeneous
loT scenarios.

5.3 Security Discussion

The usage of contexts and different consensus can help to use appendable-block
blockchains in different scenarios. However, some security issues should be discussed.
Firstly, using different consensus can expose the blockchain to a large variety of attacks. For
example, POW consensus algorithm can be more susceptible to certain attacks (e.g., double
spending and fork based attacks) than PBFT (e.g., sybil and eclipse atacks). These attack
are discussed in more details in Section 7.2.

Another important issue is related to context-based consensus for transactions.
This can introduce 2 mains issues:

» The number of gateways in each context;

+ The resilience of the information when using approach Il.
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The number of gateways in each context can affect the number of faulty (or mali-
cious) nodes supported by the consensus. For example, to support 2 malicious nodes we
need at least 7 nodes in each context when using PBFT. It means that if we want to protect
the information produced in a context against 2 malicious/tampered gateways, each context
should be composed at least of 7 nodes for the consensus procedure. Additionally, when
a context adopt the approach Il, only nodes from that context will maintain the information,
unless other gateway request for that. This is interesting approach to reduce the number
of messages and the storage required, but can decrease the resilience of the information
produced. In Section 6.4 we present a discussion about the impact in performance when
reducing the number of gateways and using approach |l.

5.4 Chapter Summary

In this chapter we presented the multi-level consensus for appendable-block
blockchains. This proposal can help to provide a solution that better fit different IoT contexts
needs. For example, different applications with different requirements can have different
consensus algorithms being used to insert information in the blockchain. The context-based
consensus can also provide a higher throughput due to the parallelism of the solution. More
details about performance is discussed in Chapter 6.
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6. EXPERIMENTAL EVALUATION

We evaluated consensus algorithms in appendable-block blockchain in different
scenarios and in different stages of development of appendable block blockchains. We
separated the evaluation in 2 different categories: (/) consensus for blocks, which presents
the evaluation of consensus performed to insert new blocks (no consensus is performed for
transactions); and (/i) multi-level consensus evaluation, which we discuss the evaluation of
consensus for both blocks and transactions.

In the next sections, we discuss two different evaluation for each of the categories.
Also we present a summary of the findings.

6.1 Consensus for blocks: initial consensus evaluation

As presented previously on Chapter 4, appendable-block blockchains use an hier-
archical architecture and an appendable data structure, which allows to insert transactions
in parallel across nodes. In our initial evaluation, we performed consensus only to insert a
new block for a node. The discussions presented in this section were previously presented
in [215].

We used the CORE emulator platform [5] to evaluate the performance of PBFT and
simplified consensus algorithm based on witness. The evaluation was run on a VMware Fu-
sion 8.5.10 with 6 processors and 12GB of RAM on an Intel i7@2.8Ghz and 16GB of RAM.
We performed the evaluation using 10 gateways, where each gateway runs in a container
based-virtualized machine; in 9 different scenarios (as presented in Table 6.2) using 100,
500 and 1000 devices connected through theses gateways (10, 50 and 100 per gateway)
and 100, 500 and 1,000 transactions per device (e.g., 1,000,000 transactions in Scenario ).
All the scenarios are presented in Table 6.1. For each scenario, we performed experiments
with PBFT and witness-based consensus.

Table 6.1: Description of 8 scenarios evaluated (from "A" to "I")

Scenarios
A B C D E F G H |

10 10 10 50 &0 50 100 100 100

Number of connected
Devices per Gateway
Number of produced 1144 559 4k 100 500 1K 100 500 1K
transactions per Device

Number of blocks 100 100 100 500 500 500 1K 1K 1K

Number of transactions | 45, 0 100K 50K 250K 500K 100K 500K 1M
produced (total)
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6.1.1 Metrics

In order to perform an evaluation of the four different consensus on appendable-
block blockchain, we adopted 4 different metrics:

« T1: Time to reach the consensus and insert a new block (first time that device is
connected) in the leader gateway. This metric represents the time of the consensus
not considering the time that all other gateways take to insert the block;

» T2: Average time to of processing and inserting a new block in the block ledger of the
consensus leader. This time helps to understand the cost (in time) to proceed with
block insertion operation while the consensus leader still receiving information from
other nodes;

» T3: Average time to of processing and inserting a new block in the block ledger of the
consensus leader. This time helps to understand the cost (in time) to proceed with
block insertion operation in other nodes;

» T4: Average time to insert a transaction in the blockchain after a gateway receives it.
This metric represents the overhead of the transaction insertion procedure;

» T5: Average time to insert a transaction in the blockchain for all gateways (from when it
is created to its insertion in the ledger of each gateway). This is important to measure
the gateway performance for each transaction insertion (not only in the gateway that is
communicating with the device).

All metrics represent the average time in milliseconds (ms) of ten repetitions for
each scenario, and using a confidence interval of 95% (represented by error bars in the
charts).

6.1.2 Results

All times presented in Table 6.2 represent the average time considering the whole
execution in all gateways.

The Witness-based consensus was used as a baseline in terms of time to append
blocks and information. As expected, it can be observed in Table. 6.2 that varying the con-
sensus algorithm has impact in the performance in the task to achieve consensus (metric
T1) on inserting a block (used to insert block header with public key of each device). For
example, in Scenario A, witness-based consensus takes 58.20ms to achieve the consensus
against 102.82ms using PBFT and in Scenario | (scenario with highest number of devices
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Table 6.2: Performance Evaluation in 8 different scenarios (all times in milliseconds)

A B C D E F G H I
T1 - Witness-based | 58.20 64.01 65.25 64.51 71.02 71.73 69.13 7247 79.22
T1 - PBFT 102.82 119.53 121.68 121.98 126.56 132.37 129.14 136.86 160.35
T2 - Witness-based | 3.72 356 442 466 4.82 5.81 5.33 595 6.28
T2 - PBFT 3.40 4.45 5.16 4.21 4.87 5.88 5.29 5.93 6.52
T3 - Withess-based 0.22 0.22 0.23 0.22 0.23 0.23 0.23 0.24 0.25
T3 - PBFT 0.22 0.22 0.23 0.23 0.23 0.26 024 024 0.27
T4 - Witness-based | 2.66 2.82 2.91 3.24 3.49 3.54 3.89 4.29 4.28
T4 - PBFT 2.69 2.80 2.90 3.30 3.46 4.00 396 4.16 455
T5 - Witness-based 0.94 1.18 1.48 1.30 1.58 1.89 1.73 2.11 2.33
T5 - PBFT 0.94 1.17 1.47 1.31 1.55 2.03 1.73 2.03 2.39

and transactions), witness-based consensus takes 72.47ms against 160.35ms using PBFT
(more than twice the time). However, witness-based consensus is more likely to be affected
by different attacks (e.g., Eclipse and Sybil attacks) in comparison to PBFT.

In the other blockchain operations - for instance, time to add a new block in the
leader gateway (metric T2), as well as the time to update the blockchain (metric T3), to
append a new transaction in a gateway (where devices are connected to) (T4) and to up-
date the blockchain with the new transaction (T5) - presented few or no impact using both
consensus algorithms. However, the number of transactions and nodes influenced in the
processing time to append a transaction (T4 + T5) in the most demanding scenario (Sce-
nario |) takes less than 7ms to both append the transaction (4.28ms in Witness-based and
4.55ms in PBFT) and to update a new transaction in the other gateways (2.33ms in Witness-
based and 2.39ms in PBFT). Also, consensus algorithm has few impact in the average time
to append transactions in the block, as can be observed in Figure 6.1.

Additionally, it can be observed that growing the number of transactions (overload
of processing in gateways) has more impact than the number of devices that a gateway is
handling. For example, scenario D has half of transactions and 5 times more nodes than C,
but takes almost the same time to reach the consensus for a block. Differently, scenario F
has half of nodes and 5 times more transactions than scenario G, resulting in F spending
around 3% more time to achieve the consensus than G. Figure 6.2 presents a comparison
of the time to achieve consensus of a block in different scenarios.

As a comparison, the Bitcoin network has around 10,000 [37] active nodes in a 24-
hour slice, consequently, the experiment in Scenario | represents approximately 10% of the
Bitcoin network. As a comparison, the Bitcoin has more than 150,000 confirmed transactions
per day [70] with a peak of 490,644 confirmed transaction in a day [38], which means that
the evaluation in Scenario |, at least represents more than twice the transactions in the
Bitcoin blockchain in a day. A more effective comparison could be made with IOTA [111] -
a blockchain developed for 10T - which has around 8.7 transactions per second [299]. This
means around 750,000 transactions processed in a day (around 75% of the transactions
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processed in Scenario 1). Also, it represents that IOTA transaction processing time is around
115ms. Consequently, the transactions processing time in our solution represents less than
6% of the time that is spent in IOTA - 115ms in IOTA and 7ms in our solution (4.55ms
to append a transaction in a gateway summed with 2.39ms to update the entire blockchain
using PBFT). '

This presented good results in the emulated loT scenarios with different number of
devices and transactions. It is important to note that the code that implements the proposed
blockchain was developed using the Python programming language and a set of libraries.
The code is available at GitHub 2 and could be used to replicate the experiments.

6.2 Consensus for blocks: Consensus algorithms comparison

Appendable-block blockchain was improved in order to provide security against
byzantine failures and the most common blockchain attacks through the implementation of
PBFT consensus algorithm. We used an emulated scenario for smart buildings (again, using
CORE emulator) using 10 gateways and varying from 100 (A) to to 1000 (I) devices, where
each device produced 100 (A) to 1,000 transactions (l), i.e., more than 1,000,000 total of
transactions in the largest scenario.

We evaluated four different consensus algorithms using the SpeedyChain frame-
work (an appendable-block blockchain)[232]: PBFT, dBFT, PoW and Witness-based con-
sensus. We used a PoW with 12 bits for the hash difficulty (number of bits zero required
in the first bits of the block hash). This difficulty was chosen due to present performance
close to others consensus. Also, we used the same emulated loT environment presented in
the previous work [215]. The loT environment was emulated using the Core emulator [5] to
create a container-based network composed by network equipment, gateways and devices.
The experiments were performed on a Virtual Machine (VM) with 6-core processor, 16GB
of memory and 64MB of graphics memory running Ubuntu 18.04 operating system using
a Virtual Box hypervisor over a Macbook Pro with 2.3 GHz 8-Core Intel Core i9 processor,
32GB DDR4 memory.

For all consensus experiments, a network with ten (10) gateways and one thousand
(1,000) devices were used. We generated one million (1,000,000) transactions for each
experiment. A transaction on the experiments represents sensors readings (temperature,
CO2, etc) signed by a device and signed by a gateway. This type of scenario is similar to the
largest and most demanding scenarios evaluated in our previous work [215].

'Comparison based on data collected in February of 2018.
2https://github.com/regio/r2ac/tree/2019consensus
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6.2.1 Metrics

In order to perform an evaluation of the four different consensus on appendable-
block blockchain, we adopted 4 different metrics:

« T1: Time to perform consensus and insert a new block (first time that device is con-
nected) in the leader gateway. This metric represents the time of the consensus not
considering the time that other gateways take to insert the block;

» T2: Time to perform consensus and replicate it to all gateways (after consensus). It
can be understood as the overall time spent for each block insertion procedure;

« T3: Time to insert a transaction in the blockchain after a gateway receives it. This
metric represents the overhead of the transaction insertion procedure;

» T4: Average time to insert a transaction in the blockchain for all gateways (from when it
is created to its insertion in the ledger of each gateway). This is important to measure
the gateway performance and average latency for each transaction insertion.

All metrics represent the average time in milliseconds (ms) of ten repetitions for
each scenario, and using a confidence interval of 95%.

6.2.2 Results

As expected, withess-based consensus presented better performance for all met-
rics and PoW presented the worst results. However, witness-based consensus was used
as a baseline for the results and it is more likely to be affected by different attacks (e.g.,
Sybil attacks) in comparison to PBFT and dBFT. Additionally, PoW with 12 bits is not well
suited to protect against malicious gateways. As a comparison, Bitcoin’s POW started with
a difficulty of 32 bits and, currently, the difficulty is over 70 bits[39]). As shown in Figure
6.3, the consensus procedure (metric T1) using witness-based approach was performed
in 66.94+8.47ms (first bar, in blue). It is nearly the half of the time expend by the dBFT
(second bar, in red) with 118.96+7.69ms, the second best evaluated consensus algorithm.
PBFT (third bar, in green) achieved consensus in 138.61+12.47ms and PoW (fourth bar, in
yellow) achieved consensus in 149.23+108.84ms. Even using the same number of gate-
ways in dBFT (delegates) and PBFT to perform the consensus procedure, dBFT reduced in
15% the time compared to PBFT. Moreover, average results in POW present a high devia-
tion due to lottery characteristics of this consensus algorithm (finding a hash with a specific
characteristic).
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Considering the total time to perform consensus and propagate the block to all
gateways (metric T2), witness-based approach had similar results to dBFT, an average of
162.691£65.51ms and 196.33+16.06ms respectively (Figure 6.4). In this case, both PBFT
and PoW increased in nearly twice the time required to perform T2, with an average of
370.71+£56.51ms and 390.05+171.65ms. This shows that, considering an overall view of the
blockchain network, dBFT can perform the consensus close to witness-based approach, but
with much better results than PBFT. Also, it is important to note that, again, POW presents a
high deviation.
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Figure 6.4: T2: Average time to perform the consensus and propagate the block
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We also analysed the impact of each consensus algorithm on the performance
of transactions insertion. The overhead to insert a transaction in the gateway (metric T3)
presents very similar results in all consensus algorithms (as can be observed in Figure 6.5).
For all consensus algorithms, it takes between 4.10+0.24ms (obtained using witness-based)
and 4.60+0.35ms (obtained using PoW).
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Figure 6.5: T3: Overhead of the transaction insertion procedure

An important aspect that should be considered in loT environments is the latency
to insert information. This can impact in the processing of a sensor reading, for example.
Consequently, the time that takes to all gateways to insert produced information is crucial.
In relation to this metric (T4), good results were obtained in all consensus, varying from
68.31+£2.17ms (in witness-based) to 148.71+3.51ms (in PoW)). Also, dBFT (77.60+0.69ms)
and PBFT (77.61+£1.55ms) presented nearly the same results considering transaction la-
tency.

The evaluation presented good results in the emulated loT scenarios with the four
used consensus algorithms. However, it is important to note that witness-based approach
was used only as a baseline to other results and it has some important security issues.
Also, using PoW with a difficulty of 12 bits is not suitable in heterogeneous environment
(where devices with high computing power can take the power of the mining procedure).
Additionally, it is important to mention that the code that implements the proposed blockchain
was developed using the Python programming language and is available at GitHub 3.

3https://github.com/conseg/speedychain/tree/Multilevel
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Figure 6.6: T4: Latency to insert a transactions in all gateways

6.3 Consensus for blocks:: Geo-distributed loT

The evaluation presented previously did not consider variables present in real net-
work environments, such as latency in the communication between nodes. Thus, that did
not considered network latency and communication in geographically distributed scenarios.
Consequently, the evaluation of different consensus algorithms can be impacted when con-
sidering geographically distributed loT networks [149], in special the consensus algorithms
that use a high number of messages. Consequently, a misleading latency evaluation can
lead to a not properly chosen consensus algorithm to an loT scenario that is not limited to
local network. Also, due to the use of an emulated environment, built on a single VM running
over a single physical host, the performance evaluation may have been influenced by the
fact that the gateways competed for the same resources (processor, memory and I/O) of the
VM and, consequently, of the physical host.

In order to understand the behavior of appendable-block blockchain in a geographi-
cally distributed scenario, this work presents the evaluation of different consensus algorithms
on appendable-block blockchains. This type of scenario is very important, for example, to
control a global disease in a pandemic situation; every country could send data to the clos-
est host possible; and, these data would be collected from different patients, for example,
through loT devices in a wireless network.

Thus, we evaluated performance tests in a geographically distributed loT environ-
ment created on the infrastructure of a commercial cloud services provider. The evaluation
environment, shown in Figure 6.7, is composed by Amazon Web Services (AWS) Virtual
Private Clouds (VPCs) geographically distributed in different AWS regions.
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Figure 6.7: Testbed environment (extracted from [76]).

Due to limitations imposed by Amazon, which determines that the use of certain
regions should be preceded by an explicit authorization requested by the AWS account
manager, the VPCs were created only in 4 regions: Asia Pacific (Tokyo), South America
(Sao Paulo), US East (N. Virginia), and US West (Oregon).

SpeedyChain was encoded using the Python programming language version 2.7. It
uses the Pyro4 [78], a native Python library that enables to build applications using Remote
Procedure Calls (RPCs) to connect gateways and devices in a peer-to-peer network. Thus,
it is necessary to have an instance of the Pyro4 Name Server accessible to all gateways and
devices connected to the SpeedyChain network, as shown in Figure 6.7 to help to identify
gateway address. In our test environment the name server (name-server - Pyro4 Name
Server) runs in the AWS region us-east-1 (North Virginia).

In each AWS region, there is a VPC composed by an EC2 VM running instances
of the SpeedyChain gateway and another EC2 VM to simulate the devices. In total, like
the simulation performed in Michelin et al. [232], the test environment consists of 15 gate-
way instances. However, unlike that previous work, in this work, the network traffic between
gateways, and between gateways and devices is subject to latency times and other char-
acteristics of geographically distributed loT networks. The evaluation of latency and other
characteristics, including the analysis of AWS Service Level Agreements (SLAs), is beyond
the scope of this work. Gateways located in the same VPC, that is, in the same network
infrastructure, and gateways distributed in other VPCs, that is, geographically distributed
between regions are subject to different latency times.

An automation script using the AWS CloudFormation service was created to gen-
erate the testing environment. Thus, all the VPC network components were specified in
a JSON templateand CloudFormation Stacks were then created based on the template in
each of the regions.
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6.3.1 Metrics

In order to perform a broader evaluation of SpeedyChain, the time required to per-
form various operations involved in the insertion of new blocks and new transactions was
measured:

» T1: Time to process and to add a new transaction into a local gateway;

T2: Time to add a new transaction into a remote gateway;

T3: Time to verify information from a device and to create a new device block (before
consensus);

T4: Time to add a new device block into the leader gateway (after consensus);

T5: Time to add and to replicate a device block into all gateways (after consensus).

The measured times were collected using the Python Logger library, which stores
the collected data in text format files. The impacts that the collection and time recording
operations of the library introduce to the SpeedyChain operation are not evaluated, but we
can expect them to be relatively low due to the simplicity of these operations.

The test procedures are shown in Table 6.3. Figure 6.8 shows a graphical rep-
resentation of the test procedures. Due to time constraints, all test procedures performed
simulated devices connected to the AWS region us-east-1 (North Virginia).

Table 6.3: Test procedures.

Devices \ Transactions \ Consensus

50 10 None
50 10 PoW (12 bits)
50 10 PoW (16 bits)
50 10 dBFT
50 10 PBFT

6.3.2 Results

After the execution of all planned test procedures and the collection and consolida-
tion of the logs, the average times for each defined performance indicator were calculated.
All metrics are represented by an average time (in milliseconds) over a minimum of one
hundred repetitions for each scenario, with a confidence level of 95%.
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For the T1 metric - Time to process and to add a new transaction into a local
gateway, Table 6.4 shows that there is no significant variation in the times measured among
the consensus algorithms since it is a local operation that occurred before the consensus
execution.

Table 6.4: Indicator T1: Time to add a new transaction (local gateway)

Consensus \ Average time (in milliseconds)

None 4.1473 + 0.0046
PoW (12 bits) 4.0365 -+ 0.0049
PoW (16 bits) 4.2066 + 0.0110
dBFT 4.0617 + 0.0091
PBFT 4.1144 + 0.0045

The same is true for the T2 metric - Time to add a new transaction into a remote
gateway, since this metric is also related to a local operation, i.e. a remote gateway must
store locally a transaction received from another gateway (see Table 6.5).

T3 metric - Time to verify information from a device and to create a new device
block (before consensus), is also a local operation executed prior to the execution of the
consensus algorithm, so it should not be affected by that (see Table 6.6).

Differently, the T4 metric - Time to add a new device block into the leader gateway
(after consensus), represents the execution of the consensus algorithm, so it is largely influ-
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Table 6.5: Indicator T2: Time to add a new transaction (remote gateway)

Consensus \ Average time (in milliseconds)

None 0.6873 £ 0.0033
PoW (12 bits) 0.5806 + 0.0007
PoW (16 bits) 0.5818 £+ 0.0007

dBFT 0.6142 +0.0010

PBFT 0.6514 +0.0008

Table 6.6: Indicator T3: Time to produce a new device block (before consensus)

Consensus \ Average time (in milliseconds)

None 0.0336 + 0.0003
PoW (12 bits) 0.0337 +0.0003
PoW (16 bits) 0.0334 + 0.0003

dBFT 0.0332 + 0.0004

PBFT 0.0335 £ 0.0003

enced by communication latency, except in the test scenario in which there is no consensus
algorithm execution (see Table 6.7). By the obtained results, it is possible to observe that
the execution time of the PoW algorithm has a direct influence on the difficulty derived from
the number of nonce challenge bits. When increasing that number from 12 to 16 bits, the
time spent increased less than expected, i.e. around 30%.

Table 6.7: Indicator T4: Time to add a new device block (after consensus)

Consensus \ Average time (in milliseconds)

PoW (12 bits) 1470.8114 + 6.3921

PoW (16 bits) 1911.1309 + 96.2341
dBFT 5162.4721 + 0.8595
PBFT 4250.0792 + 182.3843

The T5 metric - Time to add and to replicate a device block to all gateways (after
consensus), is directly influenced by network latency times, since it is the measurement
of the time needed to replicate a block of a device to the other SpeedyChain nodes (see
Table 6.8).

Table 6.8: Indicator T5: Time to add a new device block (after consensus)

Consensus \ Average time (in milliseconds)

PoW (12 bits) 4314.9415 £8.4733
PoW (16 bits) 4736.4641 £ 96.5417
dBFT 8230.6308 £+ 10.0098

PBFT 11607.8835 + 234.3939
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In the smart building evaluation, the results were not influenced by high latency
times and other variables present in distributed loT environments. Consequently, in those
test scenarios, the time required to validate and register a device block with 10 transac-
tions was close to 20ms [232] without consensus and around 102ms using PBFT [215]. In
the present work, the measured times ranged from 1,442.5ms, without the execution of a
consensus algorithm, to 11,607.8ms with the PBFT consensus algorithm. Hence, we can
show the impact that network latency in real environments has on the performance of the
SpeedyChain blockchain. This same impact may affect different blockchains.

Due to messages exchanged during the consensus algorithms, latency has impact
even in the PoW algorithm, which does not present a high number of exchanged messages.
This could be observed when using a low difficulty (12 bits) in the PoOW algorithm, in which
more than 4,000ms were required to include a new block into the blockchain. The usage
of very small difficulty in the PoOW algorithm was used to show that latency is an important
factor during the consensus procedure.

Consequently, this work shows that current consensus algorithms used in Speedy-
Chain can be used to geographically distributed loT environments when latency to create
new blocks can be around few seconds. It is important to remember that block insertion
is performed only in the first time that a device connects to a gateway or when a device
needs to change its key pair. Additionally, improvements can be achieved adapting other
consensus algorithms that consider environments with high latency. The code is available at
GitHub # and could be used to replicate the experiments.

6.4 Multi-level consensus

In order to evaluate context-based consensus algorithms in appendable-block
blockchain, we performed testing with a different number of contexts, different configura-
tions and different approaches for updating the nodes. Also, we used the Core Emulator [5]
to create a container-based network to emulate network equipment, gateways and devices.
For all executed tests, a network with ten (10) gateways and 1,000 devices was adopted in
order to emulate a smart building.

We present the description scenarios used in the evaluation in Table 6.9, the con-
figurations used in the context-based consensus in Table 6.10 and the approaches used to
propagate the transactions after consensus in Table 6.11. The emulation was performed in a
Virtual Machine (VM) with 6-core processor, 16GB of memory and 64MB of graphics mem-
ory running Ubuntu 18.04 operating system using a Virtual Box hypervisor over a Macbook
Pro with 2.3 GHz 8-Core Intel Core i9 processor, 32GB DDR4 memory.

“https://github.com/conseg/speedychain/tree/Multilevel
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Table 6.9: Evaluated scenarios.

Scenario Description
1 1,000,000 transactions sent by 1,000 devices, varying from 1 to 10 contexts,
where all gateways participate in all contexts
1,000,000 transactions sent by 1,000 devices, varying from 1 to 10 contexts,
2 each context having exactly 5 gateways
(gateways can participate in more than one context)

Table 6.10: Evaluated configurations.

Configuration Description
A All contexts using PBFT for a single transaction
B All contexts using PBFT with no limit of transactions per consensus

All contexts using PBFT with limited number of transactions (100, 1000

C and 10000) per consensus

Table 6.11: Evaluated approaches.

Approach Description

| After the consensus, transactions are sent to all gateways that do not
participate in the context

After the consensus, transactions are not sent to gateways that do not
participate in the context

In Scenario 1, we intend to show how multiple contexts can perform when all gate-
ways participate in all contexts. This is to show the most demanding scenario due to high
processing and communication demand. In Scenario 2, we intend to show the impact of
limiting the number of contexts that a gateway can participate in on latency and throughput.
Unlike Scenario 1, in this scenario it is not possible for a gateway to participate in all con-
texts as there are only five gateways in every context. Hence, it is possible to have some
gateways that participate in multiple contexts.

Also, we evaluated the 3 configurations proposed in Section 5.1 and presented in
Table 6.10. These different configurations were evaluated to show how the number of trans-
actions in each consensus affects the throughput and latency in context-based consensus.
Finally, as presented in Table 6.11, we used 2 different transaction update approaches: in-
serting transactions in all gateways that do not participate in the consensus, or not inserting
them while they are not requested. These approaches were evaluated only for Scenario
2. Thus, we used only the approach | code for Scenario 1 since all gateways belong to
all contexts, i.e., they do not need any additional updates. Consequently, we executed 150
different tests, as a result of different combinations of scenarios, transaction limit configura-
tions in each context, different transaction propagation approaches and a different number
of contexts used in each test.
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6.4.1 Metrics

We used two metrics to evaluate context-based consensus for transactions in
appendable-block blockchains, i.e. latency and throughput. Latency was calculated based
on the time spent from creating a transaction to inserting it in the blockchain. Consequently,
the latency captures the whole time spent in different processes such as the time it takes
to propagate the transaction to gateways, the time the transaction spends in the transac-
tion pool, and the time spent in the consensus. We considered as throughput the rate of
insertion of transactions per second (tps) in the blockchain. It is important to note that the
evaluation was performed in a local network, where the communication times are reduced.

6.4.2 Results

We can observe in Table 6.12 the average (with the 95% confidence interval) trans-
actions latency (in milliseconds) in all scenarios, approaches and configurations. Hence,
lower latency results are better. We present in the table only the results for 1, 2, 4 and 8
contexts to help the visualization of the data. The first row indicates the scenario (1 or 2),
the configuration (A, B and C, where C can take 100, 1,000 and 10,000 transactions) and
update approach (I or Il). For each scenario/configuration/approach, we collect results from
1 to 10 contexts (for one context, all devices in that context; for two contexts, half of the
devices in each context; and so on).

We can observe that when using only one context (in all scenarios, configurations
and approaches), the average latency is always higher than 10,000ms (10 seconds), indi-
cating that using only a single context, i.e., only one consensus for all transactions, is not
sufficient to insert a transaction before a new one is produced by the same device (every
10 seconds). Additionally, considering two or more contexts, for almost all cases configura-
tions/approaches, scenario 1 presented worse results than evaluation over scenario 2. For
scenario 1, the lowest transaction latency was 706.5+1.3ms using two contexts with Config-
uration C (with limit of 1,000 transactions). This value is more than 463% of the best result
(152.5%£0.3ms) in scenario 2 (four contexts with Configuration ¢ with limit of 1,000 transac-
tions and update approach Il). Consequently, the results show that the number of gateways
in each context can impact the latency.

In order to help to better understand the differences between transaction limit con-
figurations and update approaches, we present the results separated in scenarios in Fig. 6.9
using logarithmic curves. We can observe that best results for two or more contexts are
achieved by Configuration ¢ with 1,000 and 10,000 transactions, represented respectively
by yellow (with diamond) and green (with square) lines. In special for both evaluations over
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Number of Contexts
Scen.Conf.Appr. 1 2 4 8
1.A.l| 284867.0+336.1 150477.9+577.2 48413.7+407.1 189562.5+731.9
1.B.1| 168544.0+245.3 881.1+1.3 906.9+2.5 14328.5+32.1
1.C-100.1| 287921.4+544.4 2402.2+5.4 1152.5+3.8 4106.3+8.3
1.C-1000.1| 210587.2+359.4 706.5+1.3 734.2+2.2 5160.3+27.2
1.C-10000.1| 122431.8+353.8 895.8+2.1 762+1.8 1661+3.9
2.A.11402376.2+1294.3 43833.7+194.5 31170.9+217.8 5714.2+49.0
2.B.l| 70143.3+226.3 256.7+£0.6 2507.3+4.6 4455.8+18.1
2.C-100.1| 189105.4+345.6 937.1+2.5 1186.9+2.8 1619.8+15
2.C-1000.1| 145247.4+262.9 416.7+0.9 216.6+0.6 303.4+2.2
2.C-10000.1| 42636.7+117.4 305.8+0.7 168.0£0.4 363.2+1.2
2.All| 214997+804.3 1407.9+4.4 686.9+4.4 897.3+5.6
2.B.Il| 118258.2+484.4 670.0+2.0 924.6+2.3 1095.4+6.2
2.C-100.11| 30212.2+170.7 309.3+0.8 306.1+2.8 261.7+0.7
2.C-1000.11| 46555.1+275.6 173.3+0.6 152.5+0.3 430.2+1.5
2.C-10000.11| 56736.4+89.3 169.5+0.4 164.6+0.4 302+0.8
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Figure 6.9: Average latency for each transaction in context-based consensus.

scenario 2, the average latency was under 1 second for two or more contexts using Config-
uration ¢ with 1,000 and 10,000 transactions. Additionally, approach Il had better general
results than approach I. Also, it is important to note that approach Il using Configuration
¢ (100, 1,000 and 10,000) achieved an average latency lower than 550ms for 2 or more
contexts. Thus, we can assume that a context with less gateways (scenario 2), with a con-
figuration with a limit between 100 and 10,000 transactions, and updating by request can
have a reduced latency.

As expected, when considering only one context, the throughput was considerably
lower than with multiple contexts, as presented in Table 6.13. Similar to what happened to
latency, best results were obtained when less gateways per context were used (scenario 2).
As a comparison, the best result was obtained when using three contexts, in scenario 2,
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with Configuration ¢ with limit of 100 transactions and approach Il (not updating), having a
consensus throughput of 154.8+1.4tps.

It is important to note that throughput is affected by many factors. The number of
transactions is an important aspect, for one transaction in each consensus (Configuration
a) means a consensus procedure that will be performed for just one transaction. Although,
a high number of transactions in each consensus means more time to verify and perform
consensus. Additionally, increased load on gateways during parallel execution of consensus
and more messages exchanged (during the consensus or receiving updates from different
contexts) can affect the performance. Furthermore, it is important to note that a higher rate
of transactions would affect the throughput. However, in all evaluation instances we used the
same number of devices, gateways and transactions in order to have the same parameters
for all 150 different performed tests.

Table 6.13: Transactions throughput (transactions per second) using context-based consen-
sus.

Scen.Conf.Appr. Number of Contexts

1 2 4 8
1.A.l 30.26+x0.4 79.4+0.4 84.6+0.5 80.4+0.6
1.B.I 30.48+2.0 92.2+1.5 91.7+0.9 79.9+1.2
1.C-100.I 37.28+1.5 85.4+1.4 93+0.8 71.5+2.3
1.C-1000.] 29.66+2.1 92.4+1.3  89.7%1.1 81.4+0.9
1.C-10000.] 29.8+0.4 60.6£0.7 99.4+2.0 78.6%+3.2
2.Al1 19.3+0.2 85.2+0.7 105.9+1.3 127.7+1.5
2B.l 6.4+06 123.9+1.2 102.7£0.8 40.6+0.6
2.C-100.1 26+1.0 112.1+1.7 121.4+25 133.3t2.4
2.C-1000.I 8.1x0.7 122.6+x1.1 108.6+0.8 99.5+0.6
2.C-10000.] 6.2+0.5 126.1+1.6 113.1+0.8 97+0.7
2All 36.4+0.2 75.7+04 87.3+x04 78.8+0.3
2B.II 13.5+1.2 91.2+2.0 96.2+2.0 54.8+1.0
2.C-100.1 41.5+x1.2 133.2+1.1 125.840.9 108+0.6
2.C-1000.11 30.7+0.9 134.9+1.1 124.7+0.9 114.91+0.8
2.C-10000.1 11.1+1.4 1453+1.6 123.1+0.8 99+0.6

Fig. 6.10 shows the impact of the number of contexts, configurations and update
approaches on the throughput. We can observe that increasing the number of contexts can
improve throughput. This shows that parallelism of insertion using different contexts can
help to improve appendable-block blockchains performance. Additionally, between 2 and 6
contexts in scenario 2 (for both approach | and Il) and using configuration C (100, 1,000 and
10,000 transactions limit) the throughput is above 100 transactions per second.

This experiment shows that the context-based approach can present improvements
both over a single context (or non-existence of contexts) and to a single transaction insertion
in the blockchain. Also, our evaluation shows that context-based consensus can guarantee
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Figure 6.10: Average transactions consensus throughput (transactions per second inserted
in the blockchain).

lower latency and higher throughput. However, there are some threats to validity of our
evaluation since the evaluation tests were performed in a controlled environment.

The code is available at GitHub ° and could be used to replicate the experiments.

6.5 Multi-level consensus: different consensus algorithms

In order to evaluate different consensus algorithms fo context-based consensus
algorithms in appendable-block blockchain, we compared the results of using PBFT (as
presented in Section 6.4) and a Proof-of-Authority (PoA) consensus at the transaction level.
Also, we used the same infrastructure used in experiments performed in Section 6.4, i.e., we
used Core Emulator [5] to create a container-based network to emulate network equipment,
gateways and devices. For all executed tests, a network with ten (10) gateways and 1,000
devices was adopted in order to emulate a smart building.

We present the description of the 2 scenarios used in the evaluation in Table 6.14.
The emulation was performed in a Virtual Machine (VM) with 6-core processor, 16GB of
memory and 64MB of graphics memory running Ubuntu 18.04 operating system using a
Virtual Box hypervisor over a Macbook Pro with 2.3 GHz 8-Core Intel Core i9 processor,
32GB DDR4 memory.

In Scenario 1, we performed the same experiment performed in the case 1.C-100.1
from Section 6.4. We intend to use this case due to not present the worse nor the best
results for that evaluation, i.e., it can be used as an average case. In Scenario 2, we intend
to show the impact of using different consensus algorithms for block level and transaction
level. With this experiment we can compare how the multi-level consensus can be adapted
to use different consensus algorithm for both block and transactions. As a simplification, we

Shttps://github.com/conseg/speedychain/tree/speedychainApp
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Table 6.14: Evaluated scenarios using PBFT and PoA.

Scenario Description

1 1,000,000 transactions sent by 1,000 devices, varying from 1 to 10 con-
texts, where all gateways participate in all contexts. PBFT is used as
consensus for both block insertion and transactions insertions (for all con-
texts).

2 1,000,000 transactions sent by 1,000 devices, varying from 1 to 10 con-
texts, where all gateways participate in all contexts. PBFT is used as con-
sensus for block insertion and PoA is used as consensus for transactions
insertions (for all contexts).

considered that all gateway has the authority to insert transactions. As a consequence, any
gateway can insert any transaction. The transaction will be validated based on the usual
the same criteria used in PBFT: valid information, hash and signatures and non-duplicate
transactions.

6.5.1 Metrics

We used the same two metrics adopted in the evaluation presented in Section 6.4
to evaluate different consensus, i.e. latency and throughput. As used previously, latency
was calculated based on the time spent from creating a transaction to inserting it in the
blockchain. We considered as throughput the rate of insertion of transactions per second
(tps) in the blockchain.

6.5.2 Results

We can observe in Table 6.15 the average (with the 95% confidence interval) trans-
actions latency (in milliseconds) for the 2 scenarios. Hence, lower latency results are better.
We present in the table only the results for 1, 2, 4 and 8 contexts to help the visualization
of the data. For each scenario, we collect results from 1 to 10 contexts (for one context, all
devices in that context; for two contexts, half of the devices in each context; and so on).

We can observe that when using only one context, the average latency is higher
when compared to the usage of multiple contexts for both Scenarios 1 and 2. However,
we can observe that in Scenario 2 (using PoA) the latency for 1 context (3467.5+£6.3ms)
has smaller difference to the usage of multiple contexts (1104.4x2.1ms in the best case).
Also, we can observe that the difference in the performance in Scenario 1 and 2 is reduced
when it is adopted 4 contexts. This smaller difference can be explained by the lower num-
ber of messages exchanged in the PoA algorithm. Consequently, when it adopts only one
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contexts, fewer message are exchanged and gateways are not overloaded with many pro-
cessing/messaging when compared to PBFT (scenario 1).

Table 6.15: Latency (in milliseconds) to insert transaction using PBFT and PoA.

Number of Contexts
1 2 4 8

1 - PBFT|287921.4£544.4 2402.2+5.4 1152.5+3.8 4106.3+8.3
2-PoA| 3467.5+6.3 1306.0+2.1 1104.4+2.1 1901.4+4.6

Scenario

In order to help to better understand the differences between Scenarios 1 and 2,
we present the results for 1 to 10 contexts in Fig. 6.11 using logarithmic curves. We can
observe that, Scenario 2 had better general results than Scenario 1. However, results are
very similar when using 3 to 5 contexts, i.e., the best results for each contexts. This shows
that context-based approach helps to improve the performance even when using a less strict
solution, that requires less processing and message exchanging.

1000000.0
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Figure 6.11: Average latency for each transaction in context-based consensus using PBFT
and PoA.

As expected, when considering only one context, the throughput was considerably
lower than with multiple contexts, as presented in Table 6.16. Similar to what happened to
latency, best results were obtained when using PoA (Scenario 2). As a comparison, the best
result was obtained when using four contexts, in Scenario 2, having a consensus throughput
of 98.5+1.0tps.

Fig. 6.12 shows the impact of the number of contexts and the usage of different con-
sensus algorithms. We can observe that PoA have higher throughput even when using only
one context. However, throughput is increased when using multiple contexts. This shows
that parallelism of insertion using different contexts can help to improve appendable-block
blockchains performance even when using a less strict consensus algorithms. Additionally,
using multiple contexts, the throughput in Scenario 2 is above 80 transactions per second.
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Table 6.16: Transactions throughput (transactions per second) using context-based consen-
sus.

Number of Contexts
1 2 4 8

1-PBFT 37.3+1.5 854+1.4 93+0.8 71.5+2.3
2-PoA 77.9+1.8 945+1.1 985+1.0 89.1+0.8
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Figure 6.12: Average transactions consensus throughput (transactions per second) using
PBFT and PoA.

This experiment shows that the context-based approach can present improvements
both over a single context (or non-existence of contexts) and to the usage of a single con-
sensus algorithms. This evaluation can help one to decide to use different consensus for
each application or, even, different consensus for each context. This can help to provide
a solution that fits better the needs of each loT environment. However, there are some
threats to validity of our evaluation since the evaluation tests were performed in a controlled
environment.

The code is available at GitHub © and could be used to replicate the experiments.

6.6 Chapter Summary

The experimental evaluation presented in this chapter showed that the consensus
can be performed with good results. In particular, we presented the use of different consen-
sus algorithms in different scenarios. We also observed that the context-based approach
can present improvements both over a single context (or non-existence of contexts) and to
a single transaction insertion in the blockchain. Additionally, we presented the evaluation of

8https://github.com/conseg/speedychain/tree/speedychainApp
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appendable block-blockchain using different consensus algorithms in each consensus level.
This can help to provide a solution that fits in heterogeneous loT environments.

Also, our evaluation shows that context-based consensus can guarantee lower la-
tency and higher throughput. However, there are some threats to validity, limitations, security
issues and new possible applications that we discuss in Chapter 7.
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7. DISCUSSIONS

Multi-level consensus algorithms presented good performance results. However,
the experiments performed in Chapter 6 can have some threats to validity and limitations.
Moreover, some security issues can be present in some scenarios. Additionally, appendable-
block blockchain can be adopted in different applications, not limited only for loT environ-
ments. In the next sections we present some discussions on threats to validity, security
issues, and applications of the presented solution.

71 Threats to Validity and Limitations

The different evaluations presented in this thesis were performed both in a con-
trolled environment and in a cloud scenario. Thus, there are three main threats to validity
of our evaluation. The first internal threat is the instrumentation used in the evaluation. The
hardware used to perform the evaluation can impact on the obtained results, as well differ-
ent hardware and network configurations lead to different results. For example, this can be
observed comparing the results presented in Section 6.1 and Section 6.2. We can observe
that the performance was slightly different using different hardware, but the relation between
different scenarios were very similar. Also, in Section 6.3 the experiments were performed in
a cloud environment with nodes in 4 geographically distributed nodes. Therefore, the results
showed that geographically distributed environments can impact in the performance of the
solution.

The second internal threat is related to the selection of values used to set the sce-
narios. A different number of gateways and devices, as well as different rate of transactions
per second can influence the obtained results. Additionally, different gateway workloads are
not explored in our solution. In our experiments, we evaluated the same number of devices
(and transactions) connected to each gateway. Moreover, different types of transactions
- such as smart contracts transaction on appendable-block blockchains (as proposed by
Nunes et al. [251]) - can lead to different execution results. We intend to consider different
hardware and different types of transactions in a future work.

A relevant limitation present in this work is that we performed the evaluation in
emulated scenarios except for the evaluation performed in Section 6.2. This can mask real
issues that can compromise our proposal. However, we did an extensive evaluation over
different configurations to try to catch different issues that can affect the performance of our
solution. Moreover, we adopted the same libraries and cryptography algorithms that were
used in a previous evaluation with real hardware [216]. Consequently, we expect that loT
hardware can be capable to execute the same operations that were presented in this work.
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Another important limitation is that we assumed that the information sent by de-
vices in the secure channel are correct. The validations performed consists in verifying the
signature, type of data and the timestamp. In the case that a device is compromised and
send correct signature, type of data and timestamp, then our solution is not capable to detect
a malicious device. Another aspect that we assume is that a device can connect to multiple
gateways.

7.2 Security issues

In this section, we present a discussion about known attacks that could affect
appendable-block blockchains and the evaluated consensus algorithms. Even though we
mention different attacks, we focus on the main attacks that compromise the consensus
layer, such as 51% Attack, Bribery Attack, Double Spending, Finney Attack, Eclipse Attack
and Vector76 Attack. We briefly describe those attacks next.

Double Spending, Finney, Vector 76%, and Transaction Malleability attacks are
aimed at spending coins in multiple transactions. In Double Spending attack [70], a mali-
cious user sends multiple transactions to reachable peers in order to spend the same coin
more than once. Alternatively, Finney attack [70] consists of a dishonest miner holding a
pre-mined block, and spending the same coin that is used in a transaction of the pre-mined
block. Combining these two attacks, Vector 76% attack [70] consists of requesting to with-
draw the value of a transaction that was confirmed and sending the same value to another
transaction, exploring the fork resolution algorithm (generating conflicts in the longest chain).

Many proposals that adopt blockchain in loT scenarios [43, 85, 200, 216, 232]
do not use cryptocurrencies. Consequently, Double spending, Finney, and Vector 76 and
Transaction Malleability attacks are not attractive for malicious users. However, some of
blockchains proposals for 10T support tokens for M2M (machine-to-machine) payments.
Considering appendable-block blockchains, these attacks do not represent a threat, in par-
ticular when using dBFT and PBFT due to the voting procedure. In both consensus algo-
rithms, sending multiple transactions with the same timestamp, signature, and information
will be discarded in case of collision. Also, in case of incorrect order, the transaction will be
discarded. In the case of PoW and witness-based approach, these attacks can be effective
if a token structure is created to appendable-block blockchains. However, tokens were not
introduced or discussed in appendable-block blockchains.

There are different attacks that explore vulnerabilities in the mining mechanism of
PoW, such as 51%, Selfish Mining, Block-Withholding, Fork-After-Withholding, and Bribery
attacks. The 51% attack consists of a malicious user controlling more than 50% of network
processing power, thus this user could rewrite the blockchain blocks and define the block-
chain behaviour [119]. Similarly, Selfish Mining attack consists of a malicious user (or a
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pool) keeping own mined blocks private until its chain reach a length longer than the main
blockchain. As per the fork rule, the attacker chain will now become the main chain [98].
Block-Withholding happens when a malicious miner - which is participating in a mining
pool - finds a valid hash value and sends it directly to the blockchain network, thus avoiding
division of the reward for mining the block [25]. Similarly, in Fork-After-Withhold (FAW) a
malicious miner holds the block until another miner (from the same pool) identifies a block.
Then, the malicious miner sends its block, forcing the pool to generate a fork (this block
could be sent to multiple pools in order to increase its reward) [186]. Bribery attack [41]
consists of a malicious user exploring the mining power of different nodes (through financial
incentives) to include conflicting transactions in the blockchain (e.g., can be used to force
a Double Spending). Sybil attack relies on a malicious node assuming multiple identities
in the network with the ultimate goal of influencing the network [89]. The Eclipse attack
consists of a malicious user aiming to monopolise the incoming and outgoing connections
of a victim, thus isolating the victim from the main blockchain network [137].

Selfish Mining, 51%, Block-Withholding, FAW and Bribery attacks are based on
strategies adopted by PoW consensus algorithms. Consequently, choosing a solution for loT
that uses a different consensus algorithm (e.g., dBFT, PBFT, and witness-based approach)
can help to avoid these kind of attacks. A key aspect to be considered is related to the
hardware constraints in 10T devices, such as computing power, memory, and storage.

Biryukov et al. [34] present a Deanonymization technique where it is possible
to identify users retrieving a list of Internet clients on different servers and linking them to
transactions in the blockchain. However, appendable-block blockchain was proposed to be
used in a private/consortium and permissioned environment. Consequently, the access to
the information is managed by gateways. Consequently, this attack can be effective if a
gateway is tampered to leak information maintained by the gateway.

Johnson et al. [158] presented that Distributed Denial of Service (DDoS) attack
can be used to reduce the performance of a set of nodes in a blockchain, e.g., mining
capability in Bitcoin blockchain. This attack can be effective if a POW consensus algorithm
is adopted in appendable-block blockchain due to the high hardware demand. PBFT, dBFT
and witness-based approaches can be affected by DDoS performed against the network.
However, this kind of attack requires to that malicious users share the access to the network
(which is controlled in a private/consortium environment).

Eclipse attacks occurs when a set of malicious nodes control the communication
of a node to the rest of the blockchain network nodes [138]. This attack is effective in
appendable-blockchain (in any consensus algorithm adopted), particularly due to the hier-
archy of nodes. However, this problem was mitigated, as presented in Chapter 5, where
each device can connect and send information to multiple gateways at the same time. This
solution requires that a malicious entity (or a group of entities) tamper or take control of all
gateways that a device is connected. In our experiments we considered that a device has
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a full connection to all gateways, i.e., a device can connect to any gateway. Further discus-
sions can be made by the number of minimum number of gateways that a device should
connect to avoid this attack.

Also, context-based consensus can present some security issues, particularly due
to the limited number of gateways controlling the consensus in each context. This issue
is similar to the issues in the adoption of shards in blockchains [123]. Different from many
shard approaches, all block headers are kept by all nodes in context-based consensus for
appendable-block blockchains. This can reduce the impact of an attack (e.g., 1% attack),
but further investigations will be discussed in a future work.

7.3 Promising applications

Appendable-block blockchains and the multi-consensus algorithm were evaluated
in few loT applications, such as Smart Buildings [216] [215], Smart Cities [232] [251], and
Geo-distributed scenario [76]. However, our proposal can be useful for many other applica-
tions. In the next sections we present the main benefits and issues for different applications.

7.3.1 Supply Chain

Current supply chain solutions have to deal with diverse business processes and
interactions involving many stakeholders, e.g., primary producers, suppliers, retailers, gov-
ernment, etc. Consequently, the integration of supply chain and loT can present many
benefits. For example, this integration can enable stakeholders to collect data and monitor
business processes in real time using sensors and devices to improve efficiency and trans-
parency of the process. Recently, blockchain has been proposed as a promising solution to
address the lack of visibility in supply chain data by providing a data recording and sharing
platform with immutability, transparency, and traceability features [224].

Appendable-block blockchains can provide a platform for sharing supply chain data
among the stakeholders. The integrity of the supply chain data is guaranteed by the block-
chain structure. Furthermore, context-based smart contracts can be used for executing
automated actions based on the data on context blocks. The parallelism capability of
appendable-block blockchains improves the transaction throughput and latency for supply
chains that generate large amounts of data. Additionally, the proposed multi-consensus al-
gorithm can adapt the consensus mechanism, for example, to fit better in each context of
a supply chain. For example, data from supplies can have a different consensus algorithm
that a data produced by the machinery. Consequently, each context can have a best fit
consensus algorithms.
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7.3.2 Data Preservation

Data preservation is a process to manage and store data in a safe and integer
manner [30]. Over the years, many solutions were developed, in particular to backup data.
Currently, cloud-based solutions [341] is the most used approach. However, some dis-
tributed systems can have problems sharing and retrieving users’ data. For example, many
government systems do not provide an updated and global view of citizen data. Another
common issue is the complete student curriculum, i.e., every time that a student changes
to another institution his data has to be somehow imported into a new system. Thus, block-
chain can help in data preservation in distributed applications. Appendable-block blockchain
helps to organize that data from the same user in the same block. This feature changes how
the data is viewed in the blockchain systems. Therefore, this kind of blockchain is centered
on the client information. In this way, all data is signed by the user. An advantage of this
approach is that the same user can save its information in a non-conflicting way. Systems
that validate and retrieve that information also can have a global and updated view from the
user.

Appendable-block blockchain was designed for private/consortium architectures,
where full-nodes manage who can access the information. Consequently, how the data
are retrieved for different applications relies on the application-nodes. In this way, a system
should be designed in a way that this application-nodes provide privacy for user data, and at
the same time, deny access to that data when necessary. These features are not covered
by current implementations of appendable-block blockchains. Lunardi et al. (2018) and
Michelin et al. (2018) discussed the possibility of storing part of the data in cloud storage.
This can introduce problems to the resilience of the solution, but it could help to reduce
the size of the blockchain. Moreover, appendable-block blockchain can help to have an
incremental data (and its history of changes). This feature can help to recover information
from a specific period of time stored in a tamper-resistant and distributed way.

7.3.3 Healthcare

Healthcare is a complex environment that comprehends many entities and their
relations. Healthcare systems have to manage data from patients, staff, hospital, clinics,
drugs, and many regulations. This kind of environment is very complex and usually use
different systems leading to interoperability problems and inconsistent information.

Electronic Health Records (EHR) - patients data - covers past patient diagnosis,
laboratory tests, treatments, vaccination history, current and past diseases, etc. All data are
highly relevant and critical to the patient health. However, in many systems, this information
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is not shared among different hospitals, clinics, and laboratories. Also, it is hard for a patient,
by himself, to maintain all this information. Consequently, it is very important and desired
that a solution can share all this information among different actors in the system (see fig-
ure 7.1). Thus, blockchain emerged as a possible solution to deal with issues in patient
data management [231] [217] [194]. Appendable-block blockchain, in particular, can handle
patients data in a single block for each patient.

Figure 7.1: Healthcare integration (extracted from [213])

Also, every human resource (every staff from an institution) can be part of the sys-
tem. Considering the adoption of smart contracts, the allocation of staff can be optimized by
a system that monitors patients and sensors connected to them. A blockchain can be used
both to store information and to execute optimization in the scheduling of treatments [73].
It is important to note that appendable-block blockchains can be used to both pure data
blocks and to store/run smart contracts. Moreover, other information can be used for health
care systems. For example, there is a lack of discussion about the integration of gym sen-
sors, smart bands, and other fitness data that could be used in patients’ health analysis.
Appendable-block blockchains could be used as a solution to integrate different information
about the users. For example, a single blockchain shared between different entities that
will store and use information about the same user. Pharmacy and health insurance are
important entities that could not be excluded from health care systems.
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7.3.4  Other Applications

Citizen identity and other governmental systems are also well suited for
appendable-block blockchains. In this kind of environment, the government can maintain
the full-nodes (can be understood as gateways in our architecture) and control the access
of the light-nodes (citizens), controlling the usage of identity in different domains, such as
validation of virtual drive license to rent a car, passport and travel authorizations, usage of
a health care system. Consequently, appendable-block blockchain has potential to be used
to integrate different systems that require identification and needs to log historical data from
citizens. Appendable-block blockchain can be suitable to many other applications such as
education (students records), surveillance cameras, justice system (evidences, legal pro-
cess, etc) and any other system that requires a shared control and between different entities
and, at same time, needs a solution to ensure the tamper-resistant of the recorded informa-
tion.

7.4 Out of Scope

In this section, we present some of the main aspects that are out of the scope of
this thesis. This may be a relevant discussion for future works. Firstly, there are discussions
about some features present in blockchain that we do no discuss in this work.

It is important to note that this thesis did not discuss issues present in the inser-
tion of smart contracts transactions. Consequently, we do not discuss the impact of our
proposed solution to problems such as the Verifier's Dilemma [8] and smart contracts cor-
rectness [225]. A model for smart contracts in appendable-block blockchain was presented
by Nunes et al. [251]. Also, we do not propose a solution to perform payments using cryp-
tocurrencies or any other kind of exchange of coins or tokens.

Considering loT devices, we do not tackle any physical attack to the devices. This
thesis focus on the discussion about the integrity of the data sent by loT devices. We assume
that the data produced by devices are not tampered. Physical and logical tempering (attack
on chip, cracking, root access, and others attacks) are not tackled by our work.
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8. FINAL CONSIDERATIONS

In this work we proposed and presented a multi-level consensus model for
appendable-block blockchains. This model supports consensus at the block level and trans-
action level, as well as supporting the execution of different consensus for each context. We
presented different experiments, showing the results of using different consensus algorithms
at the block level in appendable-block blockchain. Even using scenarios composed by a mil-
lion of transactions, the results presented an average to perform consensus lower than a
second in emulated scenarios and few seconds in a geo-distributed scenario.

Furthermore, we evaluated a context-based consensus at the transaction level. Our
solution can solve two existing issues in appendable-block blockchains, namely the Eclipse
attack performed by a single malicious gateway and the lack of transactions consensus.
Also, the evaluation achieved a total latency under 550ms and throughput above 100 trans-
actions per second. The best results (latency under 550ms, achieving average results lower
as 152.5m) were obtained using multiple contexts with a limited number of gateways and a
limited number of transactions per consensus round. Although our proposed solution uses
a blockchain with different architecture and data structure, the results presented were better
than many commercial blockchain solution (such as Bitcoin and IOTA).

Next, we present the contributions made by this thesis, the answers to the research
questions and directions to future work.

8.1 Thesis Contributions

In this thesis, we proposed a model for multi-level consensus algorithm that can
consider different loT contexts and applications, providing better relation among security
and performance for 0T environments composed by different contexts. To fulfill our goals,
we made the following contributions:

1. A study about consensus algorithms for blockchain in loT (Chapter 3). We performed
a study to identify the main advances made on consensus algorithms for blockchain
in loT. We could identify many works that are using a reputation system to be used in
the consensus mechanism. Also we could observe that some of them are based on
PoS solution. However, we observed that the majority of the approaches are based
on variations of Byzantine fault tolerance. Besides, the works did not focused on how
to adapt their solutions to different applications, problems and requirements. Conse-
quently, different contexts or adaptive solutions are not supported.
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8.2

Improvement in appendable-block blockchain to support different consensus algo-
rithms (Chapter 4). To overcome the drawbacks of not adopting consensus algorithms
on block level or the usage of a single consensus algorithms, we proposed an im-
portant improvement on appendable-block blockchain (and implemented on Speedy-
Chain) to allow the usage of four different consensus algorithms. This can help to use
appendable-block blockchain on different scenarios.

Proposal of multi-level consensus (Chapter 5. To tackle many issues of not using
consensus algorithms at transaction level, we proposed a model that can perform con-
sensus for transactions on appendable-block blockchain. Also, this model supports
the adoption of different consensus algorithms (different parameters/configurations)
for each context. This allows a high level of parallelism on the transactions insertions,
ensuring high throughput of transactions and low latency to insert transactions.

Experimental evaluation of the contributions on different scenarios. We evaluated con-
sensus both on block level and transaction level on different scenarios. We conducted
experiments mainly on emulated scenarios (except for the experiment performed on a
cloud environment as presented on Section 6.3 due to the restrictions to access large
amount of real IoT devices. We explored performance issues (or performed improve-
ments) of using different consensus algorithms. Also, we tried to explore the advantage
of appendable-block data structure to provide a high degree of parallelism on transac-
tions insertions, improving the performance. The results obtained points out that it
is possible to achieve high performance when we use multiple contexts (and multiple
consensus) to insert transactions (achieving a reduction on latency - 1,000 times when
comparing using 1 context and 2 contexts). Also, it was possible to improve the results
reducing the number of nodes that participate in each context and when the nodes are
updated by request. This shows that the possibility of adapting the consensus for each
context can help to use appendable-block blockchains in different 10T scenarios.

Hypothesis Foundation

In this thesis, we presented evaluations using a prototype called SpeedyChain to

show improvements obtained with the proposed model. All these efforts helped to validate
the research hypothesis and to answer the research questions (presented in Section 1.3).
The answers to each of our research question are discussed next.

1. How existent consensus algorithms perform in different IoT scenarios?

We presented a discussion about the main research on consensus algorithms in loT
on Chapter 3 and also we conducted different experiments to evaluate different con-
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sensus algorithms on appendable-block blockchains in different IoT scenarios in Chap-
ter 6, in particular Sections 6.1, 6.2, 6.3 and 6.5. We presented results for different
consensus algorithms, such as PoW, PBFT and dBFT at the block level consensus
and PBFT and PoA at the transaction level. These consensus algorithms can be
used for different 0T scenarios. Each consensus algorithm presents its character-
istics considering performance, resilience and scalability. For example, in general,
voting-based (e.g., PBFT) consensus algorithms present better performance results
for private/permissioned blockchains with a limited number of nodes that perform the
consensus.

2. What are the security issues associated with each consensus algorithm that can im-
pact loT?

We presented a discussion about security issues on Section 7.2, where we pre-
sented the main impact of each attack/issue on appendable-block blockchain. Each
consensus algorithm present specific attacks. In a nutshell, proof-based consensus
(e.g., POW) are more susceptible to variations of double-spending and voting-based
consensus (e.g., PBFT) can present issues with scalability, and in appendable-block
blockchains it can be susceptible to Eclipse attacks. In our context-based approach,
we helped to tackle Eclipse attack issues in appendable-block blockchains.

3. How multiple consensus algorithms can be performed to allow parallel insertion in the
blockchain?

Due to the characteristics of the data structure of appendable-block blockchain, block
insertion and transaction insertion can be performed in parallel. This approach can
help to have different approaches/configurations to insert new blocks (and, in the case
of appendable-block blockchains, new public key from nodes) and new transactions
(data produced by devices). We presented the model for this insertion on Chapters 4
and 5, at same time that we presented evaluation on Chapter 6.

4. How a consensus algorithm can be defined in order to be adapted for different contexts
or to help in the interoperability among different applications?

We presented a solution to allow different consensus for different each context on
Chapter 5. This allows to use different configurations and parameters on the same
consensus or different consensus for each context. This can help to provide a so-
lution that can fit different requirements of complex scenarios. Also, we evaluated
the proposed solution on Chapter 6 showing that the proposed solution can improve
the performance, reducing the latency to insert new transactions and increasing the
throughput.

After answering the research questions we verified that our hypothesis “It is possi-
ble to have a consensus algorithm that can handle different kind of block insertion, allowing
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interoperability among different blockchain applications and a better relation among perfor-
mance and security for loT environments” is valid. The experiments demonstrated that we
can achieve good performance when using our multi-level consensus. Furthermore, using
different consensus and configurations leads to improvements on performance or resilience.
Consequently, we could present a consensus mechanism that can handle different block-
chain applications (through the usage of contexts) that can be adapted to have a better
relation among performance and security for different loT environments.

8.3 Directions for Future Work

As future work, we intend to scale our context-based consensus by increasing the
number of gateways and devices, so that it can help to understand possible issues when
using higher number of nodes. Also, the usage on real-world loT environments can help to
identify some possible requirements not identified on emulated scenarios.

We intend to model and implement the appendable-block blockchain in a blockchain
simulator (e.g., BlockSim[8]). The evaluation through simulation can help to increase the
scale of the scenarios to evaluate the scalability of the solution. Also, using simulators
can help to verify the impact of attacks on the solution. Additionally, further discussion on
simulation can help to improve reliability and security of insertion of transactions.

Some improvements, considering different consensus algorithms for each con-
text [214], for example a discussion should be performed considering different consensus
algorithms (e.g., BFT-SMART [32] and Roll-DPoS [101]). This can help the versatility of
appendable-block blockchains.

Additionally, the evaluation of different cryptography algorithms such as Blake for
hash [239], and Unbalanced Oil and Vinegar (UQV) for digital signatures scheme [262] can
help to improve the performance of some basic operation in SpeedyChain or help to pro-
tect against quantum computers. These (and other) cryptography algorithms can affect the
performance of consensus algorithms, in particular, Proof-of-Work based consensus mech-
anisms.

Finally we intend to evaluate the proposed model in an hostile environment to eval-

uate the effect of attacks, for example, to generate a detailed analysis and impact of attacks
such as Sybil and 1% attack.
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