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Abstract
Embedded soft-core processors are becoming the usual solution to deal with network and data communications inside FPGAs.
However, when developing space-based applications, the designer must consider the effects of ionizing radiation such as
Total Ionizing Dose (TID) and Single-Event Effect (SEE). The majority of techniques for mitigation of Single-Event Upsets
(SEUs) on FPGAs are based on hardware spatial-redundancy. This work presents a fault-tolerance technique, based on the
concept of temporal redundancy, with checkpoints and recovery for soft-core processors. The proposed modified architecture
is aimed at embedded systems for space applications based on FPGAs. Our experimental results show that the Checkpoint
Recovery technique is a valid alternative to traditional spatial-redundancy, especially when considering limited logic area and
power budget present on a satellite. The results present levels of reliability comparable to those of the more conventional
fault-tolerance techniques. Additionally, the proposed approach does not require modifications of the software source code or
compiler.
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1 Introduction

Field Programmable Gate Arrays (FPGAs) are not any
longer used exclusively for prototyping of Specific
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Integrated Circuits (ASICs) [4, 41]. In fact, they are so
versatile that, for one of the most conservative applications
— satellites — they have been increasingly taking over
the data processing and avionics control [13]. There is
a growing trend in the employment of FPGA on space
applications [19].

Today’s FPGA offer high logic capacity (to implement
a circuit), reasonable operating frequencies and a plethora
of embedded hard-blocks (such as Analog-to-Digital
Converters (ADCs) and Digital Signal Processors (DSPs))
[17]. Several factors have contributed to reach this stage,
mainly the Integrated Circuit (IC) transistor density due
to manufacturing process scaling down [47]. Nonetheless,
ASIC have their place on the market, especially on high-
volume and high-performance applications such as SAMPA
Chip [8].

When considering space applications, future satellite
missions are expected to acquire and process large amounts
of data [37]. Additionally, on-board electronics are required
to be re-programmable after the mission launch and even
further, while still operating. Traditional microprocessors
and ASIC cannot fulfill this requirement entirely, leaving
FPGA as the primary option.

Apart from custom Intellectual Property (IP) blocks
inside the FPGA, it is common to have embedded proces-
sors [3, 20, 24, 28, 55] to handle data and communications.
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All this integration can compromise overall system relia-
bility [12, 42]. Given these circumstances, finding a com-
promise between the processing capacity and the level of
reliability against processor failures is important from the
research point of view.

Given the harsh environment satellites are exposed
to, external events can cause the system to malfunction.
Electromagnetic Interference (EMI) and radiation account
for effects that the circuits are susceptible. One of the most
common problems is known as SEE [11, 46], which can
cause temporary or permanent failures in a system, even
with the potential to cause invalidation of the entire system,
in the form of the premature termination of a space satellite
mission, for example.

To attain mission-level reliability, fault-tolerance must
be considered throughout the entire design of the system,
i.e., from IC layout to software implementation. On the
lower level of abstraction, radiation hardened (rad-hard)
FPGAs can deal with the effects of radiation on the circuit,
assuring minimal conditions to the system to function.
But, for some space programs, such as the case in Brazil,
the acquisition process of radiation hardened (rad-hard)
components is controlled by government agencies as, for
instance, the International Traffic in Arms Regulations
(ITAR) [49] rules1. In addition, rad-hard components are
significantly more expensive than traditional Commercial
Off-The-Shelf (COTS) components.

If we assume an unhardened COTS FPGA, the next level
of abstraction of the system must mitigate possible errors
(i.e., SEEs) from the underlying hardware. Hence, a strong
motivation for developing this work, is the possibility to
introduce fault tolerance to a system with the use of COTS
FPGAs.

On that matter, the LEON3 [2] processor has already been
used in some space missions. Considering the Brazil’sNational
Institute For Space Research (INPE) interest in migrating
from the ERC32 legacy processor2 without having to
redesign the entire code, a soft-LEON3 processor with fault-
tolerance is a good substitution for the rad-hard ERC32.

Considering the aforementioned, this work expands a
previous work [53], presenting in detail the modified
LEON3 processor architecture with fault-tolerance, target-
ing the used of soft-core processors in space applications.

1.1 Objectives and Contribution

Network and data communications inside FPGAs are often
handled with the use of soft-core processors [20, 24, 28, 55].
High-parallel tasks implemented in IP-blocks can be easily

1Given the two major FPGA companies are based on the USA.
2ERC32 is a discontinued radiation-tolerant SPARC V7 processor
developed for space applications.

integrated with processors during the FPGA development
flow. However, when developing space-based applications,
the designer of embedded systems must also consider the
effects of ionizing radiation, mainly in the form of SEUs
[12, 42]. SEUs can affect user flip-flops and memory where
the soft-core processor relies upon to function properly.

The majority of techniques for mitigation of SEUs in
FPGAs are based on hardware spatial-redundancy. Notably,
Triple Modular Redundancy (TMR) is the most common.
When implemented correctly, TMR can mask single-errors
and detect double-errors. But, depending on the level of
implementation for a processor, it can be hard to recover the
faulty unit.

Therefore, an often neglected fault-tolerance approach
in the scope of processors is to use time-redundancy. In
the case of SEUs, when rewriting an erroneous value
inside a processor register, this action can restore the
system correctness [29]. This process is done at the cost of
processing time instead of hardware replication.

In general, this work’s main contribution is a fault-
tolerance technique, based on the concept of temporal
redundancy, with checkpoints and recovery aimed at soft-
core processors. In our approach, the improved architecture
does not require modifications in the software source code
or compiler, and is aimed at embedded systems for space
applications, based on FPGAs.

The research is intended to demonstrate that the
Checkpoint and Recovery (CR) technique is a valid
alternative to TMR and even Dual Modular Redundancy
(DMR). This contribution is especially important when
dealing with determinant constraints for space applications:
limited logic area and power budget. All of these constraints
are allied to reach comparable levels of reliability.

1.2 Text Organization

The remaining of this document is organized as follows:
Section 2 presents the main concepts regarding fault-
tolerance for processors, followed by Section 3 discussing
the related works in the area. Section 4 shows the proposed
modified architecture in detail, while Section 5 detailing the
experiments ran. Lastly, Section 6 concludes this work.

2 Reliability Improvement Strategies
for Microprocessors

This Section presents the main problems and definitions
associated to the space environment when considering
embedded electronic circuits. Also, some of the techniques
used in this context are described with focus on the time
redundant approach. At the end of the Section, some of the
related works are discussed and compared.
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Fig. 1 Radiation effects on
integrated circuits

2.1 Radiation Effects on Electronics

Cosmic radiation is generated by particles emitted from
various sources that may be originated beyond the solar
system. There are three main sources of charged particles
responsible for faults in electronic components, namely:
Cosmic Rays, Solar Winds and Van Allen’s Belt [50].
Cosmic Rays are formed of highly energetic ion nuclei,
these heavy ions represent only 1% of the component of
cosmic radiation, being the remaining 83% protons, 13%
helium nuclei and 3% electrons [10].

These sources of radiation interact with electronics causing
different effects on integrated circuits. In reference [43] the
common radiation effects, that must be mitigated on FPGA,
are presented in the form of a tree, according to Fig. 1.

The SEE is detailed in Section 2.3. The effect called
TID changes the voltage which must be applied to turn the
device on (i.e. shifts the threshold voltage). If the shift is
large enough, the device cannot be turned off, even at zero
volts applied, and the device is said to have failed by going
depletion mode [9].

Both radiation effects (SEE and TID) need to be taken into
consideration when designing systems for space applica-
tions. However, each of them has different approaches to be
mitigated, and they are also connected with the underlying
technology/topology of the system (e.g., Flash memories
are more susceptible to TID while Static Random Access
Memory (SRAM) are more vulnerable to SEEs).

2.2 Fault, Error and Failure

For this section, the concepts are in agreement with [7], the
relationship between fault, error, and failure, in the form of
a chain of threats, can be seen according to Fig. 2.

For instance, in a processor, one of the outputs of an
Arithmetic Logic Unit (ALU) may remain stuck at a specific

logic level. In this example, the fault is a bit that cannot be
not change. The error is a result of the failure (a sum with
the wrong value for example). The failure is when another
processor unit uses the erroneous result, propagating the
problem to the rest of the system.

2.3 Single Event Effects

Errors caused by radiation, known as SEE, can be classified
as soft-errors and hard-errors, and subdivided into the
following [10]:

– Soft-Errors

– Single-Event Transient (SET)
– Single-Event Upset (SEU)
– Multiple Cell Upset (MCU)
– Multiple Bit Upset (MBU)
– Single-Event Function Interrupt (SEFI)

– Hard-Errors

– Single-Event Latch-up (SEL)
– Single-Event Gate Rupture (SEGR)

The effect called SET occurs when a high energy particle
reaches a certain point in the circuit, with the ability to
change the output of a transistor. This changes the signal
level for a period (in the order of nano/picoseconds), causing
a glitch. As the name implies, it is transient, that is, there is
a double transition (0 - 1 - 0 or 1 - 0 - 1) within this space of
time. The effect of the SET is shown in Fig. 3, where a fault
is indicated in the upper left AND gate, the transition of the
output can be perceived in the third logical port, where the
undesired effect occurs.

SEUs occur on the assumption that the particle reaches
an element of memory by changing the stored data. The
SEU is not considered permanent because, in the next write
operation of the memory element affected, the wrong value

Fig. 2 Error Propagation - Relationship cause/effect between fault, error and failure
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Fig. 3 SET Example

will be replaced. However, if the memory element is read-
only from the system, the error can be propagated to the
rest of the circuit and thus be considered a permanent error.
Another situation of occurrence of SEUs is in the case where
the SET propagates until it reaches a memory element,
storing the undesired value.

When more than one SEU happens in a circuit, the effect
is called the MCU. In case it occurs in elements that make
up a larger register, it is then an MBU.

2.3.1 Fault-tolerance Techniques

The techniques for fault tolerance constitute a research topic
in the area of systems reliability, and it is a well-established
subject in the computing field [21, 29]. It is important to
say that there are no 100% fault-tolerant systems [10, 21];
several factors are involved, and therefore there will always
be a variable that can not be predicted or controlled.

In the specific case of embedded systems for space
applications, fault tolerance is not only a necessity but an
indispensable design requirement to increase the chances of
success of a mission.

Fault tolerance techniques commonly use the concept
of redundancy, which can be defined as the existence
(logical or physical) of more than one resource needed to
perform the action that must be fault tolerant. Although the
word redundant, when used in the context of computational
systems, can represent the idea of physical replication of
components, there are four basic types of redundancy [29]:

– Hardware: The most natural concept to replicate
hardware and use it whenever a fault is identified.

– Software: To be used for software failures, there may be
two or more code snippets running to prevent failure.

– Information: When redundant data is added to the basic
information, like Hamming codes in registers, for fault
tolerance.

– Time: Use redundancy in time to tolerate failures, i.e.,
perform the same activity two or more times, one after
the other, to ensure a correct result.

Examples of hardware redundancy can be simple
implementations - such as the addition of circuits’ replicas,
one of which is used as the primary circuit and the remaining
redundant. When the fault is detected, the logic is switched
to use one of the redundant circuits. This type of technique
is known as static hardware redundancy. The correct output
(fault-free) is selected through a majority voter. The TMR
technique can be applied at several levels of abstraction,
such as architecture (the ALU within a processor) or at
lower levels in the system.

In the case of software redundancy, it is possible to have
variations at all levels, such as data, program flow control,
and hybrid combinations. For example, we perform the
same task for two different software versions with the same
objective. If there is a divergence of results, an action is
taken.

For information redundancy, the most explicit example
would be to add data to information of interest, to identify,
mask, and tolerate errors. The data coding technique, known
as a checksum, calculates the data (as an xor operation)
and adds the result to its end before transmitting or using
it. Once coded, one must make the same calculation and
compare with the attached result, in which case, if there is a
divergence, the failure can be identified.

Finally, temporal redundancy is the repetition of the
computation of the same task over time, with the results of
each of the repetitions being compared, to be able to identify
the fault. The most common temporal redundancy is called
rollback recovery technique, and is done by performing
checkpoints during the execution of a program, at specific
intervals. Assuring that these points do not contain errors,
in the event of a failure, the system can return to the last
checkpoint and redo the execution.

The technique of interest in this work is based on
the concept of inspection points called Checkpoints.
Checkpoint and recovery can be done in computer systems,
such as processors, simply by saving the state of interest
and, if an error is detected, return to that state to redo the
execution.

Considering that there is no single taxonomy for
fault tolerance techniques, this section was intended to
demonstrate one of the possible approaches to the subject.

2.3.2 Checkpoint Recovery (CR)

The CR technique is a classic fault-tolerance technique,
which enables computing systems to execute correctly even
when affected by transient faults [25, 44]. The works
based on the technique of CR are traditionally classified
according to the level of abstraction implemented by the
system. This classification is divided into techniques that
make changes to software-only or hardware-only [15].
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While software solutions are cheaper from the perspective
of implementation, purely hardware based have a very
low overhead potential in the execution time of the same
software. It is also possible to have a combination of both,
denominated hybrid (hardware and software).

Although the concept of the technique is simple, several
problems arise with the implementation, especially when
taking into account the essential details of the development,
such as level of abstraction, transparency for the end-user,
number of checkpoints, at what point in the program to
checkpoint, etc.

2.3.3 Checkpoint Recovery Overhead

Like all redundancy-based techniques, there is an associated
overhead, whether temporal or physical. In the case of
the CR technique applied to a processor, the overhead
is associated with the additional execution time of the
program, while there are no errors. In other words, the
amount of time when the system is blocked from execution
to perform a checkpoint. Figure 4 illustrates the additional
execution required on a system with CR. The execution of
the program with the CR has points where it is necessary
to perform the checkpoint, represented in grey tone in the
figure. When execution is interrupted to the checkpoint, the
same program suffers an addition at runtime.

3 RelatedWorks

The works developed by [27] and [32] present combined
fault-tolerance techniques applies to the LEON3 soft-core
processor for FPGAs.

Keller and Wirthlin [27] use five different SEU
mitigation variations: no SEU mitigation, TMR alone,
TMR with Block-RAM (BRAM) scrubbing, TMR with
Configuration-RAM (CRAM) scrubbing, and TMR with
both BRAM scrubbing and CRAM scrubbing. Both fault
injection and neutron radiation testing were conducted.
Improvement is measured in terms of sensitivity reduction
for fault injection and cross section reduction for neutron

Fig. 4 CR overhead

radiation testing when compared to the unmitigated
design. The results from both fault injection and radiation
testing demonstrate that each variation of SEU mitigation
techniques improve the SEU sensitivity of the LEON3, and
that improvement increases as more mitigation techniques
are combined. When compared to the unmitigated design,
SEU sensitivity is improved from 16 to up 50 times. The
full mitigated version comes at a cost of 4.7 times increase
in area of the FPGA.

In reference [32] authors implement a hybrid fault-
tolerant LEON3 soft-core processor in a Xilinx Artix-7
FPGA and evaluate its error detection capabilities through
neutron irradiation and fault injection. The error mitigation
approach combines the use of Single-Error Correction /
Double-Error Detection (SEC-DED) codes for memories,
a hardware monitor to detect control-flow errors, software-
based techniques to detect data errors and configuration
memory scrubbing with repair to avoid error accumulation.
Radiation test results show an improvement of 4.13
times for the hardware-only mitigation techniques. Fault-
injection test includes the software hardened approach in
combination to hardware and have an average 20 times
better improvement. Both results are compared against the
unmitigated variant of the processor.

Li et al. [31] propose a transient-fault countermeasure
called RELI, which is a fine-grained CR approach for
Application Specific Instruction Processor (ASIP)-based
embedded processors. RELI is supposed to be the first
to realize CR at the basic-block level by leveraging
custom instruction design. To implement RELI, an ASIP
design flow based on one of the existing commercial
tool (ASIPmeister), generate the Register-Transfer Level
(RTL) description of the resultant processors with RELI
functionality. The costs concerning execution time, area,
and power are reduced significantly compared to existing
techniques.

The augmented processor (i.e., RELI processor) allows
CR to be executed at a finer granularity than other works,
such that the checkpoint data size is reduced. Assembly
code from MiBench benchmark suite [22], compiled using
SimpleScalar toolset is used to generate the comparisons.
The experimental results show that the fault-free execution
time overhead is 0.76 percent on average. In the fault
injection test, for the worst case, the recovery time is 62
cycles. RELI costs 44.4 percent area and 45.6 percent
leakage power overhead on average (for the TMSC65nm
technology), and 79.3 and 77.8 percent in the worst case
found in SPEC-INT2006 and MiBench suites.

In reference [45] is presented another work, aimed at
the embedded processor internal registers. The register data
dependency is used to minimize the register file traffic
required by the register file CR. The proposed logging CR
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scheme, named RECORD, considers various register data
dependencies, which can potentially identify and eliminate
the redundant executions of register file checkpointing at
runtime. This approach is supposed to be the first to realize
a hardware-based logging checkpointing mechanism, which
strategically utilizes the first processor executions to
diminish the additional checkpointing operations at runtime,
for embedded processors. RECORD is implemented in
an ASIP to evaluate the proposed scheme for embedded
processors. The technique presents a lower register file
traffic and better dynamic power saving with little hardware
and performance overhead when compared to other works.

In reference [16] is proposed a Dual-Core Lock
Step (DCLS) approach to increase the dependability of
hard-core processors embedded in programmable SoC,
which combines the programmable logic with the high-
performance hard-core processor. The DCLS is a dual-core
ARM Cortex-A9 processor embedded into the Zynq-7000
APSoC. It is a novel implementation of lockstep in the dual-
core Cortex-A9. ARM provides some processor’s versions
with built-in lockstep, such as Cortex-R5 processor, which
could be configured to application reliability.

Two versions of the technique are compared with the
unhardened Cortex-A9 processor. The first uses only the
BRAMs to store the checkpoint data, and the second uses
the external DDR memory as secondary storage for the
checkpoint data. Area results show an increase of 100% for
the processor and memories. As for the execution time, three
matrix multiply programs are evaluated. Being the longer
the execution time, lower is the time overhead. The BRAM
version has an increase of 26%, and the DDR version has a
47% increase on the total clock cycles for the 20x20 matrix.
The further work by the authors in [16] shows that up to 91%
of the bit flips injected in the ARM registers are mitigated
by the proposed technique.

The work presented in [54] present a design flow that
can be used by designers to mitigate radiation-induced
errors affecting processor IP cores embedded in FPGA-
based SoCs for systems that have to be deployed in
harsh environments. The design flow used the concepts of
lockstep, checkpoint with rollback recovery, and on-demand
configuration memory scrubbing (in case of SRAM-based
FPGAs) to provide a balance between resources overhead
and fault tolerance. The flow can be automated, reducing
the total development costs, while increasing the quality of
the resulting product. The authors provide a prototypical
implementation of a design environment, supporting the
proposed flow, and applied it to the design of a system using
a Leon processor IP core.

The time overhead for this implementation ranges from
17% to 54%, depending on the software executed. In
the fault injection campaign, 10,000 random SEEs were
injected, 84% of them became latent or detected and

corrected; 15% triggered errors in the system (the authors
modified the instruction trap of the processor to perform a
rollback), and the configuration memory scrubber handled
the last 1%.

All strategies focused on processors presented in this
section require modification to software and/or compiler in
addition to the hardware. We propose a pure hardware-based
solution to deal with SEUs. In our approach, there is no need
to rewrite — or even recompile — the original software
source code. The fault-tolerance technique is performed in
the modified architecture.

4 Proposed Checkpoint Recovery Technique

The CR technique works by saving checkpoints considered
safe during the execution of a processor [29]. Whenever an
error is detected, a rollback to the last known safe state is
performed, namely recovery. To better understand the CR
technique, Fig. 5 depicts a hypothetical scenario: after a
checkpoint (Ck) is performed at t = 2, instructions In+1,
In+2 and In+3 are executed. At time t = 6 the error is
detected, causing the recovery to occur. After recovery, the
three instructions are executed in the same fashion and the
fault is overwritten with the right result.

If the SEU occurs in an element of the circuit, and, if the
element is overwritten with the correct value after the SEU
is identified, the error can be corrected. Therefore, the CR
technique, which repeats the operation of a point considered
safe, is a reasonable solution.

The following subsections present in detail the imple-
mentation of the CR technique.

4.1 Constraints and Assumptions

Before we advance into more details about the proposed
technique implementation, some of the design decisions
made need to be explained. We consider the environment
to be the space, more precisely, an embedded FPGA on
satellites. Up to Low Earth Orbit (LEO), the expected
radiation dose is around 0.1 krad/year, meaning a five-year
mission can have ∼0.5 krad dose [38]. The Geosynchronous
Earth Orbit (GEO) can also be considered once it has a
dose rate of ∼10 krad/year, but the selected FPGA has to
withstand this dose.

Fig. 5 Checkpoint Recovery Technique Scenario
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For that reason, the FPGA hardware is flash-based, in our
case the Microsemi ProASIC3e FPGA [34]. In this type of
FPGA, the configuration memory is not affected by SEUs
[52].

Although the configuration memory on the ProASIC3e is
susceptible to TID, a dose of up to 30 krad seems not to affect
the FPGA implemented circuit [26]. The use of SRAM-
based FPGA, at the present stage, have not been considered,
mainly because the configuration memory is highly sensitive
to SEEs. Once the configuration memory is affected, the
underlying implemented hardware (in our case, the soft-core
processor) can behave erroneously. The error mitigation of
configuration memory is a vast field of study with specific
techniques, that could be integrated into this work.

The assumed fault model that is being mitigated is the
SEE, more precisely its subtype SEU. Literature shows that
SEU is the predominant failure when considering proces-
sors [30, 40]. Also, we assumed in our fault model that only
single-faults can occur. Depending on the operation fre-
quency in use, the likelihood of an SET can be considered
negligible, given the current technologies [5].

For the CR technique, the granularity of the checkpoints
(i.e. how often checkpoints are performed) need to be
taken into consideration, once it introduces overhead in the
processor execution. We perform a checkpoint after every
write operation to the main memory, similarly to [54]. This
approach assumes that up to that point, if the error-detection
mechanism did not identify the error, the state of the system
has not been compromised. Another possible approach that
could be used, presented by [39], is to save a checkpoint
before the occurrence of a jump instruction in the execution
of the program.

Once we are dealing with SEUs, the main storage system
is vital to keep the system running. Since the program runs
on the main memory, if it presents errors the processor
can misinterpret the instructions. For that matter, the main
memory is assumed to be external and protected by an Error
Detection And Correction (EDAC) technique. Furthermore,
the cache memories are disabled for two reasons: they are
additional area susceptible to SEUs, and since we are using
writes to the main memory as reference points, the caches
can interfere on the processor synchronization.

Also, like any other technique of fault-tolerance, there
are two stages to implement fault-tolerant systems: Error-
detection and Error-correction. These are two separated
phases, which most methods integrate them into one single
scheme. e.g. the TMR approach works by voting the
majority of results and masking the disagreeing information.
The voting process can be seen as the error-detection
stage, and thus the masking is the error-correction. With
this in mind, we propose the use of the CR technique to
detect errors, by executing twice every slice of instructions
(comprised between two checkpoints) and performing a

third execution of the slice to correct a possible detected
error. Nonetheless, other error detection schemes are
implemented to be compared.

4.2 Test Vehicle

The LEON3 [2] is the processor chosen as the target system
of this work, due to the significant acceptance in the scope
of space applications. It is a synthesized model, described in
VHDL, of a 32-bit processor, 7-stage pipeline, compatible
with the SPARC V8 architecture, made available by the com-
pany Aeroflex Gaisler, under the GNU GPL license. The
source code is free to use for research and educational purposes
and is distributed as part of the GRLIB IP library [1].

LEON3 is very configurable, being easily integrated
into SoCs, accepting the multiprocessing configuration (up
to four CPUs) and a wide variety of peripherals. More
specifically, the LEON3 CPU core is based on a seven-
stage pipeline, and may include other processing modules,
such as a floating-point unit. In addition, a unit called
Debug Support Unit (DSU) is integrated with the processor,
which is also connected to the Advanced Microcontroller
Bus Architecture (AMBA) bus, to aid in debugging the CPU.

The GRLIB provides several designs, including different
FPGA vendors. These designs have a common characteristic
of a single VHDL file for the top entity (leon3mp.vhd)
and another file for the configuration of the processor
(config.vhd). The top entity contains the instantiation of
the leon3s that comprises the processor and its internal
components. The VHDL code is very modular, with each
component within separate file.

Since the same entity responsible for the cache it
is also responsible for the AMBA interface, it will
always be instantiated inside the LEON3 processor. When
the cache memory is disabled, the internal Finite State
Machine (FSM) bypasses the cache memory access. The
main components comprising the proc3 entity and the

Fig. 6 PROC3 Connections Overview
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Fig. 7 Different Architectures Used for Error Detection: (a) bus-based DMR, (b) bus-based TMR, and (c) single-processor time-redundant

relationship between the Integer Unit (IU3) and the Cache
Controller/AMBA Interface are depicted in Fig. 6.

4.3 Implemented Error-Detection Approaches

To perform the rollback in the processor, the CR hardware
needs to be aware of the error, thus an error-detection
must be implemented. There are several error-detection
techniques in the literature. This study does not primarily
aim at the detection of a SEU (i.e., error detection), as it can
be considered another field of study by itself. Instead, we
used fault tolerance techniques, which have fault-detection
as their starting point. Three techniques have been used: the
classical TMR [33]; a bus-based DMR approach [18]; and
a time-redundant execution. The Fig. 7 presents the three
architectures used in the experiment.

Figure 7a uses a bus-based DMR to detect errors and
inform to the CR module to perform the rollback on
both processors. Figure 7b is a classic TMR where it
always detects single errors and masks single-faults using
a majority voter. Figure 7c employs the time redundant
approach that executes twice every slice of code. In this
case, the CR module saves the address and data that is going
to be written on the main memory on the first attempt.
After, rollback is performed, and the second address and
data generated are compared with the ones saved in the
first execution. When there is a match, the memory write
operation is performed and a new checkpoint is saved,

advancing the code execution to the next slice. If the values
do not match, the second execution address and data are
also stored by the CR hardware and another rollback is done
to have a third execution of the code. This way, the CR
hardware can use the result of three executions to perform a
simple majority vote (similarly to the TMR) and write to the
main memory the correct value. In the case of three different
executions, an error signal is raised, similar to the voter error
on TMRs approach, bringing the processor to a halt.

4.4 Implemented Checkpoint Recovery Approach

During its normal operation, the processor creates check-
points, which represent consistent states that can be
restored. The checkpoints are a copy of the current pro-
cessor state, more specifically the content of the pipeline
registers. Any changes to the register file since the last
consistent checkpoint are saved. The granularity of the
checkpoints was designed, in such way that one checkpoint
is created every time the processor executes an instruction
that performs writes in the main memory. Since the main
memory is the reference, instruction and data caches were
disabled on the processor configuration. Even though the
absence of cache in the processor degrades overall perfor-
mance (regarding execution time), it also introduces another
point of failure for SEUs.

To implement the CR technique, the LEON3 hardware
was modified. The first step was to find all the registers on

Fig. 8 Modified PROC3 unit
with CR Control Unit



J Electron Test (2019) 35:9–27 17

the pipeline that holds the current state of the processor. In
more detail, the IU3 unit has VHDL processes, comprising
the entire pipeline that needed to be saved. Despite the
fact that the instruction and data caches were disabled,
there are FSMs that control the communication between
the Integer Unit (IU) and the AMBA bus, and need to
be checkpointed as well. A single checkpoint signal is
connected to all modules involved. When the main memory
write is detected, it causes the checkpoint by copying all the
data to redundant registers.

In Fig. 8 the modified proc3 unit is presented with
the internal connections to the IU3 and Cache Control
units, the requests to perform the checkpoint or recovery
is done through a dedicated set of signals (indicated in the
chkp/recov signal on the figure).

The register file, likewise, needs to be taken into
consideration when recovering the processor state. In order
to do so, a fourth port was added to the register file to
perform a read on the register that is currently being written.
This way the old value can be saved in a memory stack. On
the recover event, the stack is dumped back into the register
file, bringing it back to its safe state (last checkpoint).
This process was made inside the leon3x unit and is
presented in Fig. 9. The Register File Checkpoint Unit is
responsible for multiplexing the connections between the
proc3 unit and the modified 4-port register file. In the
normal operation, the fourth-port address bus is connected
to the write port address, meaning that when a write
operation is performed, the fourth port data output the
register value being overwritten. This data value, along with
the address, is then pushed into the stack by the Checkpoint
Unit. In the event of a new checkpoint, the stack memory is
flushed since all values inside the register file are supposed

Fig. 9 Modified LEON3X unit with Register-file Checkpoint Unit and
Stack Memory

to be correct. If an error is detected, the recovery process is
activated and the Checkpoint Unit initiates to perform writes
to the Register-file. The address and data are pushed out of
the stack and written to the Register-file. When the stack is
empty, the recovery process of the Register-file is finished.

To perform a recovery on the aforementioned system, the
processor needs to be halted for a period of time. This time is
required to write the registers back into the Register-file, and
recover the IU3’s pipeline. In order to do so, a second AHB-
master unit is connected to the AMBA bus. Its function is
to request the AMBA-bus, through an write request, forcing
the LEON3 processor into a halt state. While the second
AHB-master owns the AMBA bus, the recovery process is
done. This unit is part of the CR implementation.

Going into detail, the top-level VHDL file
(leon3mp.vhd) of the design on the GRLIB instantiates
the unit leon3s. This unit is a wrapper to the aforemen-
tioned leon3x unit, with a few connections to gnd and
vcc.

4.5 DMR and Time-redundant Implementation

The implementation of the DMR and Time-redundant
approaches have different fault-detection schemes, while
the former is based on transactions on the AMBA bus, the
latter compares the pair address/data being written to the
main memory.

For the DMR implementation, there is a module that
compares transactions on the AMBA bus. Figure 10 depicts
the main connections of the LEON3 in order to achieve
the same results presented by [18]. The modification here
are the ones presented to get the CR technique running
inside of each LEON3 processor (presented in the section
above). Note that the controller of the CR technique is in
the top-level, along with the instantiation of both processors.
Whenever the outputs do not match, a signal error is raised,
the controller request the AMBA bus, and when it granted,
it sends a recovery signal to both processors. After the
recovery, both processors continue to run the program.

The time redundancy is obtained by using the CR
mechanism, to run each interval between checkpoints twice.
In order to do so, the main connections of the LEON3 Time-
redundant are depicted on Fig. 11. Figure 11a presents the
top level instantiation of the LEON3 and the AHB unit to the
AMBA bus, and Fig. 11b presents the modifications made
inside the already modified proc3 unit (Fig. 8). Note that
Fig. 11b is a detailing of the LEON3 unit in Fig. 11a, that
includes the modified leon3x unit with the CR control logic
and a write mux to the main bus.

On the first run, the processor saves the information
of the memory write instruction, but does not allow it to
proceed, bypassing the memory write enable signal (Write
Mux on Fig. 11b). Then, a rollback is performed, and the
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Fig. 11 Detailing of the LEON3
time redundant connections

processor executes all instructions from the last checkpoint.
When the second run reaches the memory write instruction,
the CR mechanism compares address and data to the ones
stored from the first run, if they are equal, the main memory
is written and the process repeats, otherwise, the fault is
detected and a mismatch is signalised.

Since the checkpoints are based on memory write,
both techniques presented here (DMR and Time-redundant)
monitor the AMBA write signal coming from the processor,
whenever it raises to high, the checkpoint is performed
overwriting the old one.

4.6 Checkpoint Recovery Hardware Considerations

Each checkpoint is an image of the state of the system
considered safe. Such checkpoint is a form of data
redundancy. In our case, the data redundancy is comprised
of the processor pipeline and register file modifications.
As aforementioned, not only the iu3 unit and the register
file that contain information but also, the units icache,
dcache, and acache. Table 1 presents the amount of data
in bits for each unit and the size of the stack for the register
file address and data.

Fig. 10 Detailing of the LEON3 DMR connections

The iu3 unit individually has the major quantity of data
(2502b) since it is a copy of the entire LEON3 processor
pipeline. The stacks summed account for 2560 bits since
they are 64 positions of 8 bits for the address and 64
positions of 32 bits for the data. Both stacks can be easily
protected against errors using an Error Correction Code
(ECC) based on the requirement, ranging from parity to
extended-hamming or Cyclic Redundancy Check (CRC).

The other components’ checkpoint data can be protected
in a similar form, but preferentially with the use of
signatures (such as checksums) since there are different
registers widths. It would be possible to read the entire
checkpoint as a string of bits and calculate a signature to
confirm integrity.

Another weak point is the checkpoint hardware control
and its components. This hardware is also susceptible to
SEUs that could cause the system to malfunction. The
checkpoint hardware is mostly comprised of combinational
logic and the amount of data stored is relatively low when
compared to the entire SoC. Since combinational logic is
not affected by SEUs and the stored data can be further
mitigated, at this stage, we consider that it would not be
affected.

Lastly, it is important to mention that there are no
modifications outside the LEON3 RTL code. This means
the same code, compiled to the original LEON3, can be run

Table 1 Checkpoint storage data size

Component Bits

iu3 2502

icache 323

dcache 830

acache 34

stack data 2048

stack addr 512
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seamlessly on our architecture. The only difference is how
the code is going to be executed and recovered (in case of
an error).

5 Experimental Results

In this section, we describe the adopted simulation method,
test setup, and benchmarks used in our tests to obtain
simulation results. We use the fault definition according to
[7]. All results here described, have been based on premises
from Section 4.1.

5.1 SimulationMethod

[56] presents an extensive survey that compare the different
techniques for fault injection, and summarizes their
advantages and limitations.According to our objectives,
the fault injection technique chosen had to meet a set of
characteristics such as: full access to the entire processor
design without being intrusive, a good time resolution
and high observability. To run our tests, the LEON3
processor was simulated using the Modelsim tool. The main
disadvantage of this technique is that it is time consuming,
as simulation time is substantially longer than real time
execution. This limitation combined with the high number
of experiments required to obtain enough confidence in the
results, imposed an upper bound in the size of the workload
running in the processor during the experiments.

The fault injection was performed according to the
pseudo-algorithm presented in Fig. 12. The fault injection
script reads all LEON3’s IU registered signals (memory
elements). For each signal, a new simulation is run (line 2).
In each simulation, a random time is picked (line 3) and ran.
After the runtime, the current signal value is read (line 4),
and a SEU is simulated by inverting one bit inside the signal
value (line 5) and applying it to the current signal using
a force command (line 6). Note that this force command
modifies the signal until it gets overwritten, known as
deposit on the simulator tool. Finally, the simulation is run

Fig. 12 Simulation Steps Pseudo-algorithm

until its end. This means that the program comes to its final
state, by raising a stop signal, or an error signal (if detected
by the simulation script). In line 10 we make sure we have
enough samples to fulfill a confidence interval of 95% and
a margin of error less than 5% (since it is a simple random
sample: 0.98/

√
n, or at least 400 runs).

The simulation results were classified according to
Fig. 13. After fault injection, there are three possible results
(outcomes): Correct, Detected, or Failure. A correct result
is reached when either, no error were detected or the error
is latent. A latent error means that the fault in that signal, at
a given time did not affect the execution. A failure means
that the fault causes a failure in the processor without being
possible to detect it. Lastly, the detected fault is the result
of an error, which can be further classified in three possible
situations according to the fault-tolerant technique used:
Recovered, Not-recovered, and Recovered incorrectly. A
recovered case is when after detect, the recovery process
acts accordingly, and the program finishes its execution with
the expected result. A not-recovered error happens when
the recovery process fails to complete the program, either
without the expected result or a time-out. The last case is
when the recovery process is performed, and the program
reaches its final state with an incorrect result. This can
happen when the error occurs on the variable that controls a
loop, for example.

5.2 Experimental Setup

For each architecture of our tests a set of four programs were
used to stress the processor instruction set as follows:

1. Basic: a simple arithmetic operation executed 50 times
and checked against the correct value.

2. Bubble sort: classic benchmark algorithm that is
executed five times on a ten element vector.

Fig. 13 Fault states diagram



20 J Electron Test (2019) 35:9–27

3. NMEA: calculate the checksum (bitwise xor) of ASCII
codes on a message string five times.

4. Hamming: calculate a hamming encoded message using
matrices five times.

It is important to note that we did not use a more classic
test program (such as dhry, stanford, or whetstone) since the
simulation time was prohibitive, e.g. over a day on a high-
end computer for a single execution. In order to circumvent
this issue, the above programs were written in standard C
language trying to comprise some of the classic code flow
execution. Nonetheless, the chosen workload applied to the
four variations of the LEON3 took over a week of computer
simulation. This translates into over 2GiB of raw data logs.

The General Purpose Input Output (GPIO) pins are used
to signalize the external world when it began and finish.
These signals are used to assert the correctness of the
execution and/or error states. For instance, if the program
bsort, on its verify state, find an unordered value, an error
signal is raised to communicate the simulation script.

The compiler used is the standard sparc-elf-4.4.2
toolchain. The following flags have been used on compila-
tion and linking:

CFLAGS=-msoft-float -Wall -O0

LDFLAGS=-qsvt -qnoambapp -lsmall

5.3 Detection and Recovery Capability Analysis

Results from the simulation were analyzed and compiled
according to Section 5.1. This section presents a compara-
tive analysis of the four variations of the LEON3 processor
using the workload mentioned before.

Figure 14 presents the detection analysis for the three
architectures used in the experiment with the inclusion of
the LEON3 original (unmodified) configuration. The Y axis
on the left shows the total of executions in the simulation
ran, and on the right Y axis the percentage of these figures.
Note that for the original configuration there is no detection
available. Therefore only the Correct/Failure results are
presented.

In the original design, it is important to notice also
that only around 15% of the injected faults resulted in a
failure. An explanation for that is the fact that they have
been randomly injected, thus affecting processor resources
not involved in the program execution. In the adopted
simulation-based strategy, the fault-injection campaign is
extremely slow and, at the time this paper was written, it has
not been possible to run and to collect the simulation results
for all variations of the processor (original, DMR, TMR and
CR), considering the proposed workload.

For the architectures of the TMR and the DMR, the
correct rates were similar, in the order of 79% on average,
which means that the fault is either latent, or not detected.
The failure rate of the original is slightly lower than the
detected figures in the TMR and DMR approaches. This is
due to a detected error not always becoming a failure.

Interestingly, the time redundant approach shows the
higher percentage of corrected results (in the order of 95%
on average). This is due to the re-execution of the code
slice since the injected fault can be overwritten before it
manifests itself during the program execution.

The errors classified as failure appears on LEON3
original and time redundant implementations. After a closer
look into the simulation results, it is possible to note

Fig. 14 Detection analysis comparison of different LEON3 architectures
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Fig. 15 Recovery analysis for the DMR and Time Redundant approaches

that some signals have an immediate effect on processor
execution. For instance, internal signals of the pipeline
stage EX→nerror and ALU→Ticc, are responsible for
the general processor error and Trap interruption control,
respectively. These signals can cause a failure every time
they suffer a simulation SEU. Still, the time redundant
presents an improvement over the original implementation
for this type of error.

In a previous work [48], we investigated the effects of
the injected faults, and how they manifest in the processor
interfaces with other modules such as the caches, main
memory, and register file. The CR technique could be
further improved, in a future work, by performing a rollback
whenever the processor is in the process of halting.

Figure 15 shows an analysis for the recovery process
on the detected errors for the time redundant and DMR
approaches. Note that these charts are based on the absolute
number of errors detected, consequently the breakdown
of the values are presented on stacked percentages, so it
would be possible to compare both techniques. The TMR
is not shown since it has 100% correction for single faults.
However, TMR would have to, somehow, recover the faulty
processor, otherwise, the error gets accumulated on the
system. The original configuration is not presented once
there are no detection/correction mechanisms.

For the time redundancy approach, the average errors that
were corrected, is near the 98% mark, while the average for
the DMR is a little over 63%. The main problem with the
DMR, for our tests, is to recover both processors correctly.

The overall performance comparison for the DMR and
time redundant approaches is depicted in Fig. 16. These
charts present the total percentage of executions, for each
program, which finished with success, including those
detected and corrected.

The averages of correctness are 92% and 95% for DMR
and time redundant approaches, respectively. For the time
redundant, the average 5% of failures could be further
mitigated due to the signal sensibility of the LEON3.

5.4 Execution Overhead Analysis

Although the CR technique presents a competitive recovery
capability, it introduces time overhead on the program
execution. Whenever a recovery is made, the execution
needs to be halted for, at least, one clock cycle, allowing the
recovery of the IU pipeline registers and an additional clock
cycle for each register in the register file used since the last
safe checkpoint. Table 2 presents the increase percentage on
the workload execution against the original implementation
of the LEON3 processor.

Fig. 16 Overall comparison of LEON3 DMR and time redundant approaches
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Table 2 Execution time
overhead against baseline LEON3 flow control LEON3 time redundant

Workload Correct Recovered Correct Recovered

basic 0.00% 4.39% 112.88% 113.61%

bsort 0.00% 0.25% 104.90% 105.00%

nmea 0.00% 1.09% 104.90% 105.12%

hamming 0.00% 1.07% 106.71% 106.99%

Average 0.00% 1.70% 107.35% 107.68%

Each implementation of the LEON3 has different time
overhead on the execution. The LEON3 DMR does not
add time to perform the checkpoints since the checkpoint
procedure is done in parallel. Therefore, no overhead is
noticed when there are no errors detected on the execution.
Although, once an error is detected, the recovery procedure
takes a few clock cycles to occur, hence the average value
of 1.70% of time increase against the baseline execution.

The cost of executing twice each slice of code out-stands
on the LEON3 time redundant approach. On average it adds
107.35% for correct execution and 107.68% when the error
is detected.

The impact of the time redundant approach can be
isolated to analyze how long it takes to perform a rollback
(recovery process). Table 3 presents the simulation time that
the CR hardware needs to act on the system and its mean
occupation of the stack of the register file. In our simulation,
the clock cycle was configured to 25ns and the stack has
64 positions (Section 4.6). Each rollback process takes, on
average, 17 clock cycles to finish and rewrite seven registers
on the register file.

5.5 Cache Influence Analysis

Since we have disabled instruction and data caches, it is
possible to analyze the time overhead due to this decision.
Table 4 presents the simulation time (in ns) and increase
ratio. The time increment due to the removal of caches
and keeping the unmodified architecture has an average of
almost seven times slower than with caches. Also, without
cache and adopting the time redundant approach has an
average of 14 times the original time.

It is a high price to pay in exchange for reliability.
Nonetheless, the primary goal is to have a fault-free
execution instead of the fastest possible execution.

5.6 FPGA Area Overhead Analysis

It is important to compare how the different architectures
influence on the area occupied. The implementations went
through the synthesis tool on the Microsemi design flow.

At this stage, preliminary results can be obtained for the
target FPGA. The data from Core (VersaTiles) and RAM
for a Microsemi ProASIC3E-1500 FPGA are presented
in Table 5 along with the increase percentages for each
variation.

The TMR could not be implemented on this device. The
same goes for the DMR approach, which cannot be fit in
the device at the current stage of the design. It is possible
to note that both results of area match the order of footprint
increase. The lower is the time redundant, followed by the
DMR and lastly the TMR. This confirms the consequence
of replicating the processor unit inside the SoC.

5.7 FPGA Power Analysis

Another critical figure when designing space applications
is power consumption. Microsemi offers a spreadsheet [35]
that can estimate power consumption of its devices on very
early stages of development. At synthesis, it is possible to
use the amount of VersaTiles and RAM occupied, along
with the operating frequency of the system, to estimate
dynamic and static power.

Table 6 shows the power consumption estimation
results for a ProASIC3E-3000 FPGA. The following
configurations were used on the power estimation tool:

– Device: A3PE3000
– Range: Commercial
– Condition: Typical
– Mode: Active

The decision to estimate values on a larger device
was based on the spreadsheet limitations. The calculator
spreadsheet does not allow to enter with a number of
Cores/RAMs higher than the available on the chosen device.
Since this is an estimation for comparison, the differences
on the dynamic power figures3 are negligible. The major
difference is the static power, which is the amount of power
that the device consumes independently of the implemented

3Experimenting on the spreadsheet, less than 0.5mW difference on the
dynamic power was noticed for the 1500 and 3000 device.
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Table 3 Recovery impact on
time redundant approach Workload Simulation time (avg - ns) Clock cycles Stack usage (avg)

basic 456 18.24 8

bsort 474 18.96 8

nmea 405 16.2 7

hamming 400 16 7

Average 433.75 17.35 7.5

Table 4 Effect of caches on
execution time Workload With cache Without cache Increase Without cache + TR Increase

basic 133825 494000 3.69 1051630 7.86

bsort 601180 5064100 8.42 10376346 17.26

nmea 286770 2057875 7.18 4216682 14.70

hamming 275291 2219775 8.06 4588508 16.67

Average 6.84 Average 14.12

Table 5 Area overhead comparison for a microsemi ProASIC3E-1500 FPGA

Resource type Available Baseline Time redundant Increase DMR Increase TMR Increase

Core 38400 15599 30147 93.26% 41852 168.30% 52243 234.91%

RAM/FIFO 60 52 54 3.85% 60 15.38% 68 30.77%

Table 6 Power consumption
comparison for a microsemi
ProASIC3E-3000 FPGA

Power source Original TR DMR TMR

Dynamic Power 39.58 72.94 100.12 124.44

Static Power 37.5 37.5 37.5 37.5

Total 77.08 110.44 137.62 161.94

Table 7 Total cost analysis for Microsemi ProASIC3E-3000 FPGA

Approach Detection rate Recovery rate Runtime Overhead Total cost

Time Area

Time Redundant 0.95 0.98 0.70 2.07 1.93 0.16

DMR+CR 1.00 0.92 0.56 1.01 2.68 0.19

TMR 1.00 1.00 0.48 1.00 3.35 0.14
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circuit on the FPGA. For the -1500 variant this value is
18mW for the same settings.

The time redundant approach shows the lower increase
in power consumption, followed by the DMR and TMR
approaches. Since the redundant processors are fed with the
main clock source, their dynamic power are proportional to
the occupied resources of the FPGA.

On a more practical example, a 1,000mAh/1.5V battery
has a 1500mWh capacity. If we consider this capacity as the
main power source and ignoring losses, we can calculate the
runtime using the Eq. 1.

Runtime(h) = Capacity(mWh)/PowerConsumed(mW) (1)

In this case, the theoretical runtime are:

– Original: ∼19.4 hours
– Time Redundant: ∼13.5 hours
– DMR: ∼10.9 hours
– TMR: ∼9.2 hours

5.8 Technique Remarks

Our simulation results show that the time redundant
based on CR have lower overhead on area and power
while sustaining reasonable numbers on the detection and
recovery process. The major drawback is time overhead due
to its nature of re-execution of code slices.

As a final comparison, in order to obtain a more solid
number, we use an adapted formula from [6] and [14], to get
a metric on the technique total cost. The total cost formula is
presented in Eq. 2. The calculated total cost is dimensionless
once it represents a relationship between proportions.

T otalCost = DetectionRate ∗ RecoveryRate ∗ RunT ime
T imeOverhead ∗ AreaOverhead

(2)

Table 7 shows the results of the total cost for the
three implemented techniques for a Microsemi ProASIC3E-
3000 FPGA. Values used in detection/correction rates and
overheads columns are percentages (i.e., 1.00 means 100%)
compared to the original implementation.

These figures show us that the time redundancy is in
between the DMR and TMR technique. Although, the time
redundancy approach has a better Detection ∗ Recovery

factor, 0.93 against 0.92 for the DMR+CR.
Regarding the TMR technique, its major drawback is

Runtime
Area

factor. Even though it has 100% detection and recov-
ery rates, without time overhead, the spatial redundancy
compromise it’s application for low-power applications.

6 Conclusion

This work presented a fault-tolerant architecture using
the checkpoint recovery technique for soft-core processors

aimed at space-applications using FPGAs. The related work
on the area shows that there is room for improvement on
time-redundancy Fault Tolerance (FT) techniques. From
our design premises, we picked the LEON3 soft-core
processor as the test vehicle. The LEON3 is already used
in space missions with its commercial fault-tolerant version
(LEON3FT - [3]).

We named this technique as LEON3 Checkpoint
Recovery Fault-Tolerant (LEON3CReFT). All modifica-
tions made to the GRLIB [1] are available at https://github.
com/prcvilla/leon3creft as required by the GPL-3.0.

The fault injection campaign was described in detail and
the results for three different architectures were compared
for a set of programs. From our experimental results, it was
shown that the CR technique is a valid alternative to TMR
and even DMR. This conclusion is valid also for the limited
logic area and power budget, subjects of interest in satellites.
The constraints are allied to comparable levels of reliability.
In our approach, there is no need to perform modifications
to the software source code or compiler.

As stated in Section 4.1, the cache memories have been
disabled as they present a large area susceptible to SEUs
and may also interfere in the processor synchronization with
the checkpoints and recovery. In an actual space application,
it is important to implement the proposed strategy using a
processor with a cache memory. Nonetheless, considering
that there is only one processor in the chosen architecture,
it might have been possible to add caches and to test the
proposed approach. This means that a few units in the SoC
would have needed to be checkpointed as well, implying
in more area overhead and testing time to make sure it
continued to work. Once the work will be further improved,
this is going to be considered in the future development.
Additionally, the architecture will be tested in a multi-core
fashion which may have new implications on the system
design.

Also in a future work, the designed system must be
validate with a faster fault-injection mechanism, such as
FTUNSHADES [23, 36]. As for our preceding work
presented in [51], we aim to perform analysis of SEU-
susceptibility for combined effects of EMI and TID.

Nonetheless, we are going to improve the fault-injection
campaign by using the FT-UNSHADES, which is a
hardware-accelerated fault injection platform. Additionally
the SET faults could be analysed in addition to the results.
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