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ARTICLE INFO ABSTRACT

Keywords: It is well-known that deposits of turbidity currents can significantly change bathymetry. The deposit of a current

DNS can alter sedimentation that happens afterwards, changing the deposit shape of a turbidity current. Direct

Turbidity current Numerical Simulations of tridisperse turbidity currents are performed considering a rectangular channel and

Evolutive deposit method finite-release initial condition. The results are successfully compared to numerical and experimental results.

Tridisperse We developed the Evolutive Deposit Method (EDM), that calculates the deposited volume and updates the
topography based on the accumulated deposit for a given period of time. Entrainment is not considered. EDM
has an original mathematical formulation. Topography update occurs at every r and is based on two surfaces:
¥ and I'. ¥ is a reference surface that can only assume integer mesh nodes, and defines the location of the solid
represented by Immersed Boundary Method. I' is a signed surface in which the deposit is integrated, and that
is also fed by the rounding errors of ¥. It is observed that the error caused by not considering the changes on
topography due to deposit increases with time. For the case with initial flat terrain, the turbidity current front
is the same whether considering the update or not. We also performed two simulations of turbidity currents
propagating over the deposits produced by a previous current. In one case, the bathymetry was updated during
both the first and the second events, and, in another, only changes on bathymetry between the simulations
were considered. Results show that the order of magnitude of the relative deposit error of not considering
bathymetry update remains the same order for both the first and the second consecutive events.

1. Introduction Such turbidites are consolidated deposits from many flows, generat-
ing a complex underwater set, which involves submarine fans and

Hyperpycnal gravity currents consist of a wedge of heavy fluid channels. Specific models for different concentration and grain-size
intruding into an expanse of lighter fluid by the action of gravitational ranges were proposed to predict the gradation and the layers of these

force (Benjamin, 1968). If the flow is driven by a density difference deposits (Bouma, 1962; Stow and Shanmugam, 1980; Lowe, 1982).
caused by the presence of suspended particles, the phenomenon is

called a turbidity current (Simpson, 1999). Even though there are
sediments in its composition, the dynamics of low-concentrated tur-
bidity currents are mainly dictated by turbulence rather than grain
interaction (Shanmugam, 2000; Parsons et al., 2007; Manica, 2009;

Harris et al. (2002) developed a theoretical model for deposit and front
evolution of turbidity currents that obviates the need for numerical
integration, and achieved results comparable to the numerical solution
of shallow-water equations. Normal to massive gradation is usually

Meiburg and Kneller, 2010). observed in an event deposit (Kuenen and Migliorini, 1950). Normal

Turbidity currents deposits, called turbidites, are of common in- gradation is when the larger grain sizes are deposited below the smaller
terest for many research fields, such as stratigraphy, petroleum engi- ones, and massive gradation is a particle grain size mix in the deposit. It
neering, and fluid mechanics simulation (Meiburg and Kneller, 2010). is possible to predict the deposition patterns on turbidites by simulating
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numerically the flow that generated them, and recomposing its deposit.
Using numerical simulations with a polidisperse approach, it is possible
to understand the deposition process and the formation of turbidites in
a temporal scale.

There are several methods for turbulence representation on numer-
ical simulations. Using a Direct Numerical Simulation (DNS) means
turbulence models are not employed, because they are not needed when
mesh sizes chosen are small enough to capture the highest wavenum-
bers (smallest eddies) of turbulence energy cascade (Lesieur, 2008).
Therefore, DNS provides an accurate turbulence simulation, because
the energy dissipation of the smallest scales occurs by the same mech-
anism as for the large eddies. Unlike other common methods such as
Reynolds-Averaged Navier-Stokes (RANS) and Large Eddy Simulation
(LES), DNS brings the possibility to simulate all turbulent scales present
in a fluid flow. Turbidity currents are turbulent by definition — the
sediments are sustained by turbulence rather than by other supporting
mechanisms such as grain interaction (Shanmugam, 2000). Therefore,
turbidity currents are possible subjects of study and would benefit from
DNS. Another characteristic of DNS is its spatial discretization. Because
mesh sizes tend to be much smaller in DNS than in methods that use
modeled turbulence (such as RANS and LES) (Lesieur et al., 2005), the
resolution of the deposit tends to be better. Also, the turbulent flow of
the turbidity current is solved directly in all turbulent scales, bringing
possibly more accurate results.

Even if turbidity currents deposits have been widely studied numer-
ically (Necker et al., 2002; Cantero et al., 2008; Nasr-Azadani et al.,
2013; Guerra et al., 2013; Nasr-Azadani and Meiburg, 2014; Espath
et al., 2015; Kovarik et al., 2015; Francisco et al., 2018), there are
no records of DNS of turbidity currents that consider the previous
time steps deposited matter in the simulation, and also no records
of topography updating on two successive events. Hoffmann et al.
(2015) simulated 2D turbidity currents that propagated and deposited
over complex topographies, and the bottom topography is updated at
the end of every simulation. Recently, Kyrousi et al. (2018) updated
the topography of a turbidity current based on its deposit, but the
effect of the update itself was not analyzed. Kyrousi et al. (2018)
research employed Large Eddy Simulations (LES), that, unlike DNS,
applies a turbulence model to the smallest turbulent scales, simulating
only the largest turbulent scales present in the turbulent fluid flow.
Most numerical simulations of turbidity currents do not consider the
evolution of bathymetry, thus it is important to quantify the error that
they can be committing when not considering topography updates. No
studies on this matter were found. In this paper, we present numerical
results of DNS in which the topography is updated at a given frequence
of time, feedbacking the simulated domain with the so-far calculated
deposit, quantifying the differences in the resulting deposit. We call this
development Evolutive Deposit Method (EDM). Deposits of a simulation
that employs this method are compared to one that does not. These
differences are quantified and presented for four instants of time. We
also simulated the propagation of a turbidity current event over the
deposit of a previous one, as it happens in nature. Within this concept,
we compared EDM to the approach in which the terrain is updated at
the end of each simulation.

2. Methodology

The simulations are performed in a channel configuration, with
finite-release initial condition (Fig. 1). The domain is rectangular (
L., L, L, ) and, initially, the bottom is a horizontal layer of height
h,, over which the sediments suspended on the gravity current flows
are able to accumulate. The denser fluid, in the initial condition, has a
volume (X, h, L;). To represent the suspended sediments, we employ
dimensionless density @, composed by fractions of different grain-size
categories simulated (@ = Z“Z’I @), defined as:

@, = LIl &

Pmax ~ Pmin
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Fig. 1. Initial condition and dimensions of the simulated domain.

where ;d is the density of the mix of fluid with sediments of granulo-
metric fraction d, ;max is the maximum density and ;m,-,, is the minimum
density at the initial condition. Dimensional quantities are denoted by
a tilde. For simulation purposes we define @ = 1 for the denser fluid
on the initial condition and @ = 0 for the lighter one.

Boussinesq approximation can be considered a good approximation
because the cases here presented are low-concentration turbidity cur-
rents (Bagnold, 1954). The differential equations to solve the flow are

non-dimensionalized with the dimensional magnitudes h, ;max, ;m,.,,,

and ;b. The buoyancy velocity is ;b = \/ g’h, where h is the dimensional
height of the denser fluid in the initial condition, and the modified
gravity g’ = gc,(;p = Ponin)/ Pomim> DEINgG ;p the grain density of the parti-
cles, ;mm the ambient fluid density, C, the dimensionless volumetric
sediment fraction of the current (Gladstone et al., 1998), and § the
local gravity acceleration. The adimensional groups obtained Py non-
dimensionalization procedures are Reynolds Number Re = th/ v and
the Schmidt number Sc¢ = v/k, where « is the molecular diffusion coef-
ficient and v the kinematic viscosity. Assuming the same diffusivity and
kinematic viscosity for all fluids, the S¢ number becomes 1. The value
of Sc was also based on the paper from Nasr-Azadani et al. (2013), that
also simulated the same case from Gladstone et al. (1998). Hértel et al.
(2000Db) showed that Schmidt numbers equal to unity or greater than
one do not affect the dynamics of the flow significantly.

Continuity, Navier-Stokes, and Scalar Transport equations in di-
mensionless form are:

V.u=0, )
- ng N
a—“+(Z~V)Z=—vn+2¢d2 + vy 3)
ot “~ $ " Re

0D, - - 1

7+(u +usydeg)~v¢d=mV2¢d, d=12,...n4 ()]

where u is the velocity field, ¢ is time, Zg = (0,—1,0) is a versor
in the gravity direction, IT is the normalized pressure field, and u«;,
is the dimensionless settling velocity for each granulometric fraction
d, calculated by u,, = ;s,d /;b, for which ;S,d is the dimensional
settling velocity for a given particle diameter, expressed by the Stokes

law (Rubey, 1933). f is a forcing term that represents the force reaction
of the solid body (in this case, the terrain elevation) on the surrounding
fluid.

The boundary conditions for velocity are free—slip_) conditions in ev-

ery face, except over the bottom topography, where f forcing term en-
sures the no-slip condition via Immersed Boundary Method (IBM) (Pe-
skin, 2002). An advantage of IBM is that the mesh does not need to be
dynamic in order to insert a moving object (in case, the topography)
inside the simulated domain. For @, on the boundaries of the domain
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no-flux condition (% = 0) is applied in every direction except over the
bottom topography, where an internal condition is imposed via IBM.

The sedimentation condition is applied as % = 0 on the surface of the
object, so the advection term in Eq. (4) is only influenced by the settling
velocity.

The Egs. (2), (3), and (4) are solved using Incompact3d code (Laizet
and Lamballais, 2009; Laizet and Li, 2011). The domain is discretized in
a 3D Cartesian mesh, with sixth-order finite-difference implicit compact
schemes (Lele, 1992) for spatial derivatives, and third order Adams—
Bashforth scheme for temporal integration. We also use 2D Message
Passing Interface (MPI) for parallel processing.

The mass of sediments deposited over the bottom, after a time ¢, is
given by:

t No
D(x,z,t) = / Z ug g Py(x,z,7) dr 5)
0 d=1
In order to convert D into a volume of deposit, used for topography
modification, a compactation factor ¢ = C,/(1 — p) is applied (Nasr-
Azadani et al., 2013), where p is the porosity of the turbidite. Once
deposited, the sediments cannot be re-suspended by the flow. Mostly,
the presented simulations are for small Reynolds numbers, that tend to
present less entrainment (Necker et al., 2002).

To calculate the deposit updates, the mass deposit is integrated at
each time step, and accumulated in a deposit surface I' = I'(x, z,1),
representing a surface where the deposit of each time step is accumu-
lated. Physically, it could be observed as a value, positive or negative,
representing the signed distance of the continuous deposit surface
location from the discretized surface represented in the simulation,
called . The surface ¥ = ¥(x, z, 1) is a reference surface that represents
integer mesh values in y direction, in order to define the mesh location
of the bottom surface for simulation purposes. This reference surface
must be located over the mesh nodes, so it can only assume integer
mesh values. If a parallel was to be traced with Exner equation (Paola
and Voller, 2005) for topography alteration, the interface between solid
and fluid would be analogous to ¥, with the difference that ¥ can only
assume integer mesh values. Every interval of time z, the bathymetry is
updated, and the surface ¥ can be updated, depending on the volume
sedimentated in 7. If ¥ changes, then I' should be adjusted accordingly
to compensate the rounding errors of ¥. If % <TI,+(D,,— D)o < Ay,
¥ surface is updated to the upper point even if the mesh cell is not
completely filled with sediments, and I, assumes a negative value
to be compensated in the next update (Fig. 2a). If the mesh cell is
overfilled by deposit, ¥ is updated to the upper point and I" receives
the value of the deposit excess in relation to ¥ (Fig. 2b). When ¥ is
updated to the upper point, all sediments located within the transition
area are accounted as deposit. On Fig. 2 one can see an illustration of
the developed method. The general scheme for EDM is:

) Ay
if T+ Dy = Do < =, ©

. 4y
if I+ (D, — D)o > 5

I+ Dy, — Do,

Iy, =
It + (D, — D))o — 4y,

The value I, + (D,,, — D,)o must be smaller than %Ay so that the
reference surface ¥ does not jump two meshes at a time, avoiding
important changes on the velocity field, and so time intervals z must
be adjusted accordingly to assure that. 7z is usually set to a much lower
value than the average time necessary to fill one mesh vertically. The
topography can be, as well, updated at each time step, but this would
be, for most cases, a waste of computational resources because the
update on IBM is a costly operation.

DNS are performed for all simulations but the one that resem-
bles Gladstone et al. (1998) experiment, because the original Re for
this case was too high. In this simulation, sub-eddy hyperviscosity was
modeled using the method of Dairay et al. (2017).
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Fig. 2. Deposit evolution and topography update scheme, for each (x,z) coordinate.
Deposited volume I' changes when ¥ is updated, and can either become (a) negative,
representing a deposit deficit relative to the reference surface ¥, or (b) positive,
representing an excess of deposit relative to ¥. r is the interval between two successive
bathymetry updates.
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Fig. 3. Schema of the verification domain and one quarter of it.

3. Validation and verification

Even if Incompact3d code is already validated for gravity cur-
rents (Espath et al., 2014, 2015; Francisco et al., 2017), some new
verifications and validations are needed, because the new method
changes the bathymetry. A verification of the lateral free-slip boundary
conditions is proposed to quantify the numerical error in deposits,
caused by boundary conditions. Validations with the results of Glad-
stone et al. (1998) and Nasr-Azadani and Meiburg (2014) are also
performed.

The boundary conditions for x and z directions are verified using
a domain with double symmetry and comparing its deposit with the
deposit of one quarter of it (Fig. 3). The complete domain has L, =1,
L, =11 (h, =0.1), L, = 1 and the mesh is N, = 101, N, = 101,
N, = 101. One quarter of the domain has L, =0.5, L,=1.1(h,=0.1),
L, = 0.5, and spatial mesh size is the same. In the initial condition, a
cubic volume of dense fluid (@ = 1), measuring (0.5, 1,0.5) is initially
positioned in the center of the domain. In one quarter of the domain,
it is positioned in the corner to keep similarity between simulations.
The difference in deposit volume between these simulations remains
in order of machine accuracy, which is on order of 10~1 for double-
precision variables (Fig. 4). Thus, we can assume there is no influence
of the free-slip boundary conditions in the deposit fields.

We compare our model with a numerical simulation that computed
the propagation of a turbidity current over a Gaussian bump (Nasr-
Azadani and Meiburg, 2014). For this comparison, we used a domain
with L, =20, L, =3 and L, = 2.2, where the bottom platform under
the bump is 0.2 thick. The bump height is 0.25 and its center is located
at x = 5.5. Meshes are 1025 x 129 x 97, and Re = 2000. The simulation
is discretized in two particle diameter sizes, it is therefore called a
bidiperse simulation, with u;; = 0.03 and u;, = 0.006. The accounted
quantity for deposit is the sedimentation rate Dj(#), shown below:

L, /L,
Dy = /0 /0 Ug g Py(x,z,1) dx dz. 7
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Fig. 4. Difference between the deposits of the test domain used in the verification and
one quarter of it.
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Fig. 5. Sedimentation rate along time. Comparison between Nasr-Azadani and Meiburg
(2014) and the present results.

The comparison with Nasr-Azadani and Meiburg (2014) is shown
in Fig. 5. The results for D* are similar to those of Nasr-Azadani and
Meiburg (2014), with a small difference at the peak position. After
t = 25, the results are very close. The maximum difference is of 6%
for u; = 0.03 and 26% for u, = 0.006.

The temporal evolution of front position is also compared in Fig. 6.
The turbidity current position of the present simulation shows satisfac-
tory agreement with results from Nasr-Azadani and Meiburg (2014).

We also performed comparisons with the accumulated deposit of
experimental (Gladstone et al., 1998) and numerical results (Nasr-
Azadani et al., 2013). Dimensional height adopted for nondimensional-
ization is 2 = 0.4 m, which makes the physical domain 14 25%x1.0x0.5.
The bottom platform is h, = 0.1. Reduced grav1ty is g = 7.6 cm/s?,
given by Gladstone et al. (1 998), resulting in u, = 0.174 m/s. Settling
velocities estimated by Gladstone et al. (1998) are divided by ;,,,
resulting u;; = 0.0333 and u,, = 0.0043. Each one composes 50% of
the initial mass fraction, reproducing experiment D of Gladstone et al.
(1998). The Reynolds number calculated for this case is 7-10*, that was
prohibitive, therefore, in order to reduce the computational cost, Re =
4 -10* had to be adopted. An hyperviscous operator mimic of Spectral
Vanishing Viscosity (SVV) Large Eddy Simulation (LES) (Dairay et al.,
2017) was adopted for this specific case to adjust the simulations to the
available computational power. The employed mesh is (N,, N, N,) =
(1153,193,97). The simulation uses EDM, for which the porosity of the
deposit is p = 0.35, and the volumetric fraction of C, = 3.49 - 1073,
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Fig. 6. Front position along time. Comparison between Nasr-Azadani and Meiburg
(2014) and the present paper.
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Fig. 7. Comparison between the deposit density (D;) of Gladstone et al. (1998)
experiments, Nasr-Azadani et al. (2013), and the present study. Typical uncertainties
for the experimental results are plotted as errorboxes.

volumetric concentration of 0.349% (Boussinesq is applicable), resulting
in a compacting factor of ¢ = 0.005369. At the end of the simulation,
at t+ = 55, the maximum change on the bottom topography is 14y. The
computed quantity is called by Gladstone et al. (1998) as the deposit
density (D;), which is an average of the deposited mass of sediment
on the measured area, in case, a circular cylinder. To make sure the
measurement is similar to the experimental case, circular samples of
radius r = 0.104 of the resulting deposit are extracted and the average
deposit density is calculated. These samples are taken at each 0.625
dimensionless length units, starting on the finite-volume release.

Comparisons of the deposit density acquired by the present authors
and the experimental and numerical results of other authors are pre-
sented in Fig. 7. Nasr-Azadani et al. (2013) simulated numerically the
same case based on Gladstone et al. (1998), even though the numerical
approach was different and the simulation was bidimensional. There is
a good agreement, even if there are some spots in which the difference
between Gladstone et al. (1998) data and the present results are larger
than the presumed errors.

In Fig. 8, we present the deposit densities for the two particle
fractions separately, for the same case. For the smaller particles, there
are some differences for x < 7. This issue can be caused by the
discretization used for this case, and because bedload is not accounted,
and possibly it is an important phenomenon in this case. Another
possible reason is the fact that our method does not consider possible
re-suspension of deposited matter. Also, variability of particle sizes
in the original experiment is not considered in our simulations. The
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Fig. 9. Front evolution of Gladstone et al. (1998), and for the present analysis.

standard deviation of this variability for each grain size is 1.2d,,,, in
which d,,, is the average diameter.

The front position is as well compared with Gladstone et al. (1998)
(Fig. 9). The fronts evolved at similar rates and velocities. Overall, val-
idation with Gladstone et al. (1998) results is considered satisfactory.

4. Deposit of a single event

In order to analyze the differences caused by bathymetry updating
in a single event, we perform simulations F1 and Ul for comparison.
The simulation F1 has a flat bottom topography, modeled by an IBM
platform with 4, = 0.3. Simulation U1 starts with the same flat terrain,
but topography is updated at each r = 0.01. The domain for both
simulations has L, = 15, L, = 15, and L, = 1.5, and 4x = 0.013,
Ay = Az = 0.010, the At used is 10~* and it is simulated until t = 20. The
initial lock-exchange has dimensions of 2 x 1 x 1.5. Both F1 and U1 are
tridisperse simulations, with u; ; = 0.01 at a initial concentration of 70%,
ug, = 0.003 of 20% and u,3 = 0.001 of 10%. The compactation factor
used in Ul is ¢ = 0.5. In the analysis here presented, three grain sizes
are used to simulate each current. Even if the code was verificated for
bidisperse currents, the methodology is the same, no matter how many
grain sizes are employed. Any (integer and positive) number would be
valid.

The EDM terrain updating effects are analyzed by a comparison of
cases in which the deposit is updated while the turbidity current prop-
agates (Ul and U2), and cases in which this update is not performed
(F1 and F2). In Table 1 we present a summary of the presented cases.
F1 and U1 are turbidity currents that propagate over an initially flat
surface, while F2 and U2 propagate over the deposits of F1 and Ul,
respectively. F1 and F2 events do not use EDM, while Ul and U2 do.

Table 1
Cases presented in the present study.
Simulation Initial bathymetry EDM
F1 Flat surface No
U1 Flat surface Yes
F2 Deposit of F1 No
U2 Deposit of Ul Yes
Table 2
Differences in mass deposit between Ul and F1.
Time Mean dif. Relative mean dif. Max. dif. Relative max. dif.
t=5 3.6-107 0.43% 9.4-10™* 4.71%
=10 3.7-107* 1.77% 3.0-1073 5.88%
t=15 9.9-107* 2.64% 5.1-1073 6.21%
t=20 2.0-1073 3.58% 9.1-1073 10.75%

Final deposits after + = 20 are calculated, for which we can see
(Fig. 10) that there are differences between the resulting deposits of U1l
and F1. To analyze it in detail, absolute differences on deposit surfaces
for each 5 times are computed, for both simulations F1 and U1. Fig. 10
shows the absolute differences on the accumulated deposit (D, —
D) between both simulations, in four moments. Average deposits on
spanwise direction for times 5, 10, 15 and 20 are plotted in Fig. 11. The
magnitude of the absolute differences in deposit increases with time. In
t =5 and ¢ = 10, the higher differences occur in the propagation region,
near the turbidity current front. Until # = 10, case Ul deposited more
than F1 in all of the region where the current already propagated over,
and the shape of the deposit is different. In t = 15, deposit differences
become less concentrated on the finite release area, and the generation
of deposit shape by lobe and cleft structures (Hértel et al., 2000a) is
increased. In ¢ = 20, it is also possible to observe lobe and cleft marks
on the differences between the two deposit surfaces.

The average and maximum differences in deposit are also analyzed.
In Table 2, the differences in deposit (Dy;y—Dp) fort =5, =10,1 =15
and 7 = 20 are shown. The relative maximum differences are calculated
as max(g—‘;: — 1). The absolute and relative differences between the

deposits of Ul and F1 increase with time. The longer the duration of
the event, the more important it is to implement a model that considers
updates on topography during the simulation.

The effects of not considering deposit feedback are not restricted
to deposit magnitude and shape. Considering the resulting fields for
simulations Ul and F1 after r = 20, we compared local velocity fields
in the three directions (Table 3), showing that the velocity fields of a
current can be altered by updating the terrain.

We also compute the differences on total mass of suspended par-
ticles, at + = 20, between Ul and F1, taking F1 as the base data
(Table 4). The suspended particles are calculated by integration of &,
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Fig. 11. Deposit curve averages on z direction, for cases F1 and Ul, at t =5, t = 10,
t =15 and t =20 (curves from bottom to top).

Table 3
Mean differences on velocities between cases Ul and F1, at r = 20.

Velocity Mean difference Relative mean difference
u, 0.0187 17.62%
u, 0.0148 50.13%
u 0.0090 65.54%

on the domain (except over and inside the deposit). The difference is
computed separately for the three granulometric fractions, though the
errors are rather small and all of the same order. Case F1 has more
suspended particles for the three particle diameters. This is probably
due to the fact that the interface between fluid and solid tends to
be higher in simulation U1, therefore the fluid flow is closer to the
topography, facilitating sedimentation in Ul.

In order to observe the front propagation of F1 and U1, isosurfaces
of dimensionless density @ = 0.4 are plotted in Fig. 12 for times 10, 15
and 20. These isosurfaces are observed from a top view, so that one can
see clearly the interface between denser and lighter fluid. To ensure
the possibility of a direct comparison, the lighting applied to the six
views is constant. It is observed that the turbidity currents fronts are

Table 4

Differences in total suspended mass of particles between Ul and F1, at ¢ = 20.
Uy dif. Relative dif.
0.001 —-0.0014 -0.30%
0.003 —-0.0031 —0.34%
0.01 -0.0152 -0.56%

similar, and the lobe-and-cleft surfaces (Hartel et al., 2000a) are on the
same position and configuration for simulations F1 and Ul. This can
have happened because both fronts propagate over a flat surface, since
the bottom updates only affect regions in which the current front has
already passed by. The most remarkable differences between F1 and U1
in these isosurfaces are in the body area of the current, in which some
changes can be observed in the vortex pattern, specially in ¢ = 15 and
t = 20. Vortexes in the body area of the current, caused by the alteration
in bottom topography, affect the interface between denser and lighter
fluid. This effect can be seen in t = 15 (Fig. 12b), between x = 3 and
x =7, and in t = 20 (Fig. 12c), between x = 4 and x = 8. In 7 = 10
(Fig. 12a), the differences are more subtle, but some alterations can be
seen around x = 5.

5. Deposit of two events

An alternative methodology is developed for simulating various
turbidity current events one over another, in which a flat-bottom
current would propagate, and the resulting deposit would be introduced
as the starting topography for another current. We analyze the errors
introduced by not considering EDM in cases with two currents with
terrain updates between them.

For this analysis, U2 and Ul deposits are compared to F1 and F2.
Simulation F2 has a similar configuration to F1. Its bathymetry is fixed
during time, and its initial bottom topography is defined as the final
deposit of F1. The maximum deposit height achieved in the initial con-
dition of F2 is 64y. F2 bottom remains fixed during the simulation. To
perform a fair comparison with EDM, a turbidity current propagating
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Fig. 13. Front evolution of turbidity currents F2 (=) and U2 (-).

over the topography generated by Ul is simulated, considering EDM,
with the same compactation factor as Ul (¢ = 0.5), called here U2.
Therefore, our goal is to compare deposits of a second event occurring
over the same place as the first event, using two different approaches:
F1 and F2 consider the bottom topography remains unchanged during
the simulations, but is updated before the second event; Ul and U2
are the cases in which the bottom topography is updated during the
simulations.

The front position along time, for simulations U2 and F2, is very
similar (Fig. 13). Lobe-and-cleft structures develop differently. At ¢ =
20, F2 has only two lobes, while U2 presents four. This difference is
surely caused by the differences in the starting topography, which are
themselves caused by differences in the final deposits of F1 and Ul.
Fronts of F1 and U1 are exactly the same, therefore differences in lobe-
and-cleft front structures of F2 and U2 should be caused by the initial
topography over which the current front propagates over.

The deposit of U2 and F2 are analyzed for times 5, 10, 15 and 20.
Fig. 14 shows the average deposit on z direction for each x coordinate,
generated during cases F2 and U2. The effect of not updating the
bathymetry is progressive, as shape differences increase with time. The
differences between the deposits generated by F2 and U2 currents are
shown in Table 5. The average differences tend to grow with time, both
the absolute and relative values. The maximum difference in deposit is
one or two orders of magnitude greater the average. Its relative form
is calculated based on the deposit of F2 existent on the location of the
maximum difference. The results suggest that topography updates are
as important in a flow that happens over the deposit of a previous
current as in one that propagates over an initially flat surface. The
relative errors calculated in F2 and U2 are a little higher than in F1
and Ul, but remain at the same order of magnitude.

The deposits of U2 and F2 are settling over the deposits of previous
simulations Ul and F1. Nevertheless, we wanted to compare the whole
deposited material for each case, to see if there is any attenuation or
reinforcement of the differences observed between F1 and U1 deposits.
Comparisons of the whole deposit for each case, showing the amount
deposited in each event are shown in Fig. 15. In some places, such
as the region from x = 0 to x = 2, the errors are increased with

0.15
0.1

0.05

Fig. 14. Streamwise deposit averages on z direction, for cases F2 and U2, at t = 5,

t=10, t =15 and 7 = 20 (curves from bottom to top).

Table 5
Differences in mass deposit between U2 and F2.
Time Mean dif. Relative mean dif. Max. dif. Relative max. dif.
t=5 43-107° 0.63% 29-1073 14.92%
t=10 3.6-10™ 1.97% 5.1-1073 10.31%
t=15 1.1-1073 3.31% 8.7-1073 26.55%
=20 251073 4.70% 1.1-1072 13.62%

the propagation of F2 and U2. The mean difference in deposit, after
both events, is 0.036, representing 3.32% of the average value of total
deposit. The relative error is very close to the one found for the
first event, which is 3.58%. This evidence suggests that the relation
between error and total deposit is maintained for the same channel
configuration, even if there are events occurring one over another.
Another possible analysis is that having an event propagating over
another slightly attenuates the errors caused by the non-consideration
of deposit feedback during the simulation. Although, further analysis
should be conducted to corroborate these results.

6. Conclusion

We performed high-order Direct Numerical Simulations of tridis-
perse turbidity currents propagating over consolidated deposits. The



L.V. Lucchese et al.

0.3
0.2
o |
0.1
0 |
0 2 4 6 8 10 12
X

Fig. 15. Final deposits of simulations F1 plus F2, and Ul plus U2, averaged in z
direction.

bathymetry was updated during the turbidity current event based on
the deposited volume. The initial bathymetry was a horizontal bottom
over which two currents propagated, one with topography update and
another one maintaining the bottom flat. For these cases, the currents
fronts evolution are the same, because both fronts propagated over the
same flat terrain. On the other hand, for the parameters considered,
the error in calculated deposit considering the deposit feedback can be
larger than 10% in some regions of the domain, and its average value
increases with time, attaining 3.58% at ¢ = 20.

A second turbidity current was introduced over the bathymetry
generated by deposits of the first current. Two cases were considered.
One considers fixed topography and the other one updates the topog-
raphy during the event. The difference on initial topography produces
differences on the gravity current fronts. For both consecutive currents
with fixed bottom, the deposit errors after + = 20 are similar.

With further research, it may be possible to understand more about
the formation of submarine channels and fans using the model here
presented. Granulometric curve, compactation factor and bathymetry
data from natural currents can be employed as a base to simulate
the propagation of turbidity currents and predict submarine landscape
evolution.

Computer code availability

The open-source code used is Incompact3d, written in Fortran-90,
and is available since 2006. Developers: Sylvain Laizet and Eric Lambal-
lais. Sylvain Laizet contact address: Imperial College London, Depart-
ment of Aeronautics, South Kensington Campus, London, SW7 2AZ, UK.
Telephone number: +44 (0)20 7594 5045. E-mail: s.laizet@imperial.ac.
uk. Fortran-90 and MPI compilers are required. The code was tested us-
ing Operating Systems Ubuntu 14.04, Ubuntu 16.04 and Ubuntu 18.04.
Code and documentation can be found at www.incompact3d.com, on
Downloads tab, or alternatively, on GitHub at github.com/xcompact3d,
repository Old_Incompact3d Program size: 646 kB (source code), 4.6
MB (compiled). The code is licensed under GNU General Public License.
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