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Abstract
Stream processing applications are common computing workloads that demand parallelism to increase their performance. As in the past, parallel programming remains a difficult task for application programmers. The complexity increases when application programmers must set nonintuitive parallelism parameters, that is, the degree of parallelism. The main problem is that state-of-the-art libraries use a static degree of parallelism and are not sufficiently abstracted for developing stream processing applications. In this article, we propose a self-adaptive regulation of the degree of parallelism to provide higher-level abstractions. Flexibility is provided to programmers with two new self-adaptive strategies, one is for performance experts, and the other abstracts the need to set a performance goal. We evaluated our solution using compiler transformation rules to generate parallel code with the SPar domain-specific language. The experimental results with real-world applications highlighted higher abstraction levels without significant performance degradation in comparison to static executions. The strategy for performance experts achieved slightly higher performance than the one that works without user-defined performance goals.
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1 | INTRODUCTION

The increasing use of techniques to collect data from different sources (e.g., sensors, cameras, and radar) has given rise to stream processing applications. This new application type has unique aspects, such as continuous data processing and varied input/workload trends. There are a huge number of domains that must gather and analyze data in real (or almost real) time,¹ ² which is a complex demand.

Although parallelism is a potential solution for improving the performance of stream processing applications, it increases the level of complexity in terms of programmability. First, performance gains can be achieved because computer architectures have multiple processing units placed on a chip. Second, from the parallel programming perspective, it is more challenging because applications are expected to be implemented to properly exploit the available hardware parallelism. However, parallelism requires managing low-level routines, such as thread creation, synchronization, load distribution, and balancing. Consequently, introducing parallel routines remains too complex for application
programmers, who are focused on developing stream processing applications and may not necessarily have expertise in parallel hardware and specific operating system (OS) routines.

Considering the complexities of supporting parallel executions, different parallel programming frameworks and libraries have been created to exploit stream parallelism in C++ programs, such as Intel TBB,\textsuperscript{5} FastFlow,\textsuperscript{7} GrPPI,\textsuperscript{8} SPar,\textsuperscript{9} and StreamIt\textsuperscript{6} which is a new language. There are also distributed stream processing engines (SPEs) such as Apache Storm,\textsuperscript{10} Apache Spark,\textsuperscript{11} and Apache Flink\textsuperscript{12} that are not for C++ applications. These SPEs are designed for large-scale clusters using Java Virtual Machine to provide hardware abstractions. However, as shown in Reference 13, java-based SPEs achieve a severely limited performance and efficiency due to the suboptimal data serialization, memory accesses, and garbage collection. Furthermore, we have seen C++ based solutions running on a single multicore machine outperforming cluster solutions, where representative case studies are provided by PiCo\textsuperscript{14} and WindFlow.\textsuperscript{15} Thus, we expect that the efficient use of a multicore machine provides a level of performance suitable for a significant part of stream processing applications.

Stream processing applications have a nature of executing under changing conditions (e.g., workload, input rates, environment) and running for long or infinite time periods.\textsuperscript{2} In this context, changes occur while the applications are executing and a configuration that sustained the quality of services becomes instantly suboptimal or unprofitable. Therefore, one way to achieve responsiveness to changes is by applying adaptation actions at run-time.\textsuperscript{16} A relevant configuration to be continuously adapted concerns the degree of parallelism, mostly because responsiveness to changes is not possible when a static degree of parallelism is used during the entire execution. However, the aforementioned frameworks and libraries for stream processing on C++ require users/programmers to define a static and unchangeable degree of parallelism.

In addition, finding the best degree of parallelism tends to be complicated and time-consuming, because a programmer would need to run the same program several times to find the optimal configuration. Moreover, the degree of parallelism depends on a series of factors, which are related to the computer architecture and application characteristics. One example of the complexities involved in defining the degree of parallelism is shown by Pusukuri et al.,\textsuperscript{17} where each PARSEC application was run several times to find the most performatic configuration. However, Pusukuri et al.'s\textsuperscript{5,17} solution was unable to adapt to the degree of parallelism at run-time, consequently, this solution is not suitable for real-world stream processing.

A potential solution for this specific problem of finding the best degree of parallelism and adapting it at run-time can be using the theory of self-adaptive systems\textsuperscript{18,19} applied to stream processing applications. A self-adaptive execution can abstract from programmers/users the specification of the degree of parallelism. Hence, executing in a self-adaptive mode can make stream processing applications more intelligent, which reduces human efforts and assists in error-prone activities by avoiding incorrect configurations. Moreover, self-adaptiveness is a potential way of responding to fluctuations and increasing performance/efficiency.

In this work, we propose an autonomous manager\textsuperscript{20} that uses a feedback loop approach to change the degree of parallelism at run-time. Most of the related works are concerned with system utilization, energy efficiency improvements, and the design of self-adaptive techniques to implement predictive strategies,\textsuperscript{21-23} which are helpful insights for our research. There are also works that implement reactive strategies.\textsuperscript{24-27} By contrast, our goal is to provide an abstraction layer for autonomously managing the degree of parallelism. This abstraction is expected to meet the desired performance requirements, implementing new reactive self-adaptive strategies.

We demonstrated how the degree of parallelism impacts the latency of stream items in a previous work,\textsuperscript{28} where we proposed a strategy attempting to manage latency by adapting the degree of parallelism. However, latency is only relevant for specific applications. In Reference 29, we addressed techniques for seamless parallelism configurations in video processing applications. Moreover, in Reference 30 we proposed a solution for reducing the overhead when applying self-adaptive actions. By contrast, the current work focuses on strategies for scenarios where throughput is the most important metric. In addition, here the focus is on encompassing the previous advances in new and generalizable strategies that can enable the generation of self-adaptive parallel code. Noteworthy, here we provide the following scientific contributions:

- Two new reactive self-adaptive strategies to abstract and autonomously manage the degree of parallelism in real-time stream processing applications. Unlike References 24-27, our strategies target a different computer architecture (multicore) and provide higher-level abstractions to programmers. We generate an autonomous runtime system for SPAR with the designed self-adaptive strategies. The abstraction supports executions without parameter definition or can be easily customized. Related studies require programmers to have expertise concerning specific parameters such as threshold, target performance, and calibration to use the self-adaptive algorithms for distributed parallel architectures (clusters).
• Compiler transformation rules for generating an autonomous runtime system that supports the two new reactive self-adaptive strategies.
• Evaluation of our solution in favor of parallel programming abstractions using a domain-specific language for stream parallelism (named SPar). This solution allows more programmers to implement new autonomous stream processing applications with parallelism support without significant effort.
• Experiments for evaluating the performance of our solutions. We used three real-world applications, different input workload trends, and two different machine architectures.

Our article is organized as follows. Section 2 presents the context of SPar DSL. Section 3 describes aspects regarding the implementations and transformation rules in Section 4. Then, Section 5 shows experimental results. Section 6 describes the related studies addressing stream processing applications and supporting an adaptive (e.g., elastic or reconfigurable) degree of parallelism. Finally, Section 7 concludes this article.

2 | SPAR OVERVIEW

In order to increase the performance of stream processing applications, several types of parallelism are exploited. Stream parallelism is one variant of stream processing, where each operator performs a set of operations in stream items. The large number of stream processing applications available represent a significant part of current computing systems. However, a significant part of stream processing applications are still sequential (they do not run in parallel). This is the primary reason that programmers face a trade-off between coding productivity and performance. Thus, introducing parallelism tends to increase the programming effort because of the need to rewrite code and the demand for handling architectural/low-level aspects.

Considering the inherent challenges of high-level parallelism abstraction in stream processing applications, SPar was specifically designed to simplify the stream parallelism exploitation in C++ programs for multicore systems. It offers a standard C++11 annotation language to avoid sequential source code rewriting. SPar also has a compiler that generates parallel code using source-to-source transformation technique. SPar uses FastFlow as its runtime library (described in Subsection 2.2), where all low-level parallel programming advanced concepts and implementations (scheduling, load balancing or parallelism strategies) are resolved by SPar’s compiler (Section 2.3).

2.1 | SPar language

Attributes can be used in C++ to express parallelism in code annotations. In this vein, SPar’s language is composed of five attributes to express the key properties of the stream parallelism. Listing 1 is showing the use of the attributes in the source code annotation. The ToStream attribute represents the beginning of a stream region, which is the code block between the ToStream and the first Stage (lines 1 and 2). The ToStream attribute therefore labels where a stream parallel region starts in a given program. The Stages are defined inside the ToStream region to label the computing phases where stream items will be processed, like an assembly line. Usually, stream processing applications will never end like in Listing 1, but the users may want to finish the application at some point during the execution. They can do so by introducing a stop condition in the while loop as well as introducing an if condition before the first stage that breaks the current loop, which can be any kind of loop from the host language.

```
[[spar::ToStream]] while(1){
  i = read_item();
  [[spar::Stage,spar::Input(i),spar::Output(i),spar::Replicate(n)]]
  { i = filtering(i);
  }
  [[spar::Stage,spar::Input(i)]]
  write_item(i);
}
```

Listing 1: Demonstrative example of the SPar language

1SPar’s homepage: https://gmap.pucrs.br/spar
Once the `Stage` and `ToStream` are annotated, the Input or Output attributes are inserted to define the input and output data dependencies. The attribute arguments can be one or more variables from different data types, which label the stream items that will be consumed or produced by a given region. Finally, the Replicate attribute may be inserted in the attribute list of Stage to define the degree of parallelism of that region. The argument of this attribute is the degree of parallelism (the number of stage replicas), which can be a constant integer number or variable. SPar is not able to automatically manage stateful operations. Thus, only Stages with stateless operations can actually be replicated without any user intervention.

2.2 SPar runtime

The SPar compiler performs source-to-source transformations by generating calls to the FastFlow library. The compiler interprets the annotations in the source code, performs semantic analysis, and applies transformation rules based on stream parallel patterns. The outcome is that from the high-level SPar annotations, parallel patterns such as Farm, Pipeline or a combination of Pipeline with Farm stages are generated using the FastFlow algorithmic skeleton interface. The parallel code generated is what we call the SPar runtime.

Figure 1 depicts the activity graph and communication between stages of the SPar runtime system generated from the example of Listing 1. This provides an overall idea how it works. Note that the Replicate attribute applies the replication role over the Stage. Each replicated stage has its own input and output lock-free queue, where this term refers to an operation that eventually completes after a given number of steps. The first stage is actually the code left inside a ToStream region, which generates stream items for the subsequent stages. It is also responsible for scheduling items, which by default is round-robin. However, users may need an on-demand scheduler that is made possible through a compiler flag in the SPar compiler (`-spar_on_demand`). When this flag is present, the queues size is one (stream item). Thus, as soon as one stream item is popped by the current stage, another will be pushed from the previous stage.

In the SPar runtime, the default configuration is the stages actively trying to push or pop stream items from the queues. If the queue is full or empty, the stage thread remains in a loop, trying to perform push or pop until it finally succeeds. Every time that a given stage fails in perform push or pop, the stage generates a push or pop lost event. This may generate an extra overhead for coarse-grain computations. Therefore, users may set the SPar runtime to behave in a blocking mode through the `spar_blocking` compiler flag. In this case, the stage thread will not stay in a loop, it will wait until it can perform push or pop in the shared queue.

Another important concern is to preserve the order of stream items, the ordering is implemented in stage after the replicated one. SPar is able to automatically handle out-of-order stream items in the last stage when `-spar_ordered` compiler flag is defined.

2.3 SPar compiler

A relevant part of SPar is its code generation, which is provided by a compiler tool. The SPar’s compiler is powered by CINCLE (Compiler Infrastructure for New C/C++ Language Extensions). In short, CINCLE applies a parser step.
following the standard C++ grammar with an interface that creates the Abstract Syntax Tree (AST). As an illustrative example, Figure 2 shows the generic compilation flow, where blue boxes correspond to SPar implementations and the orange boxes relate to the CINCLE modules provided to generate SPar compiler. Note that semantic analysis and the AST transformations are those implemented to support SPar language and parallel code generation.

In this work, new transformation rules were designed. Nothing has been changed at the language level. Therefore, only the AST Transform module was changed to implement the new transformation rules, which generates our self-adaptive strategies to configure the number of replicas autonomously. In Section 4.2, we present the new transformation rules and the corresponded code generation.

3 | SELF-ADAPTIVE DEGREE OF PARALLELISM

This section presents the design goals, strategies, and their characterization for providing a ready to use and self-adaptive degree of parallelism.

3.1 | Design considerations

Heinze et al.\textsuperscript{27} proposed a set of requirements for autoscaling strategies for elastic data stream operators. The requirements for scaling data stream processing applications can be used to design the requirements in our specific context.

Workload independence is a characteristic of a strategy that adapts the degree of parallelism, which should be independent from the workload characteristics. A strategy should be adaptive by continuously adapting on-the-fly according to the workload and the fluctuations of different processing phases. Moreover, transparency is a characteristic derived from Reference\textsuperscript{27} and configurability (be easy to configure for users). However, as we are working with parallelism abstraction, a strategy is expected to encompass transparency by adapting at run-time. Moreover, we envision to achieve configurability with strategies that work without manual user intervention.

Computational feasibility is also needed concerning the internal algorithm used by an adaptive strategy, such algorithm has to be simple enough and effective to run and perform on-the-fly decisions. Finally, a low overhead is aimed as the strategy should not be too complex, consume too many resources, or cause significant overhead. The overhead is expected to be negligible compared with static executions.

A set of properties and interests can be included when designing adaptive strategies. In this work, we consider SASO (Stability, Accuracy, Settling time, and Overshooting) properties.\textsuperscript{19} Related works\textsuperscript{23,24} have also used SASO properties when designing their solutions.

A relevant property for an adaptive system is stability. A system is stable if it produces the same configurations every time under given conditions. A system is accurate if the “measured output converges (or becomes sufficiently close) to the reference input”.\textsuperscript{19} Accuracy is used in related studies to search for the degree of parallelism that optimizes performance.

A system is expected to present short settling times by quickly responding to changes and reaching an optimal state.\textsuperscript{30} When the load fluctuates, the response to an event should be rapid and maintain a service level objective. A strategy should also avoid overshooting by only using the necessary amount of resources. Overshooting is prevented in our solution by reducing the number of replicas when the performance goal is satisfied. One may argue that the maximum replicas should be used for increasing the performance. However, more replicas do not always increase performance. In addition, in stream processing, more performance does not necessarily improve the user experience.\textsuperscript{21} Avoiding overshooting improves the system efficiency, which can reduce energy consumption, lower costs (e.g., in pay-per-use models like Cloud Computing), and leave more computational power available to other users or applications.

Considering the aforementioned design principles, a solution was proposed for adapting the number of replicas at run-time. The workflow model was based on a closed-loop system from control theory,\textsuperscript{19} where in Figure 3 is presented a
The workflow model showed in Figure 3 was used for implementing a strategy for dynamically adapting the number of replicas. Transparency and configurability requirements are supported as the strategy proposed works without user-defined parameters (WUDP). The execution starts using a close to optimal (considering the majority of stream processing applications) configuration for the number of replicas equal to the physical cores value, then during the execution, this configuration self-adapts when necessary.

The core of the proposed strategy is the decision making performed by the regulator, represented in Algorithm 1. A simple heuristic was implemented for taking adaptation decisions, where the current and previous iterations’ performance are analyzed. The throughput is continuously monitored and, if the throughput is lower than one of the previous

Algorithm 1. Parallelism Regulator without user-defined parameters

1: procedure Regulator( )
2:     while true do
3:         Sleep(timeInterval)▷ Wait until the next iteration
4:         if Throughput < OneOfPrevious then ▷ If throughput is lower than a previous
5:             WakeUpReplica() ▷ Add active replicas
6:         else if Throughput > AverageOfPrevious then ▷ Suspend active replicas
7:             SuspendReplica()
8:         end if
9:     end while
10: end procedure
executions, it increases the number of replicas. On the other hand, if the current throughput is higher than the average throughput of the previous executions, it reduces the number of replicas. The decision of the strategy relies on the previous 3 iterations to be sensitive enough to the workload fluctuations and because when the execution starts there is no prior information available to be analyzed. Thus, the outcome of Algorithm 1 is one of the three options: increase the number of replicas, decrease the number of replicas, or maintain the same number of replicas. The decision is made periodically, where the number of replicas can be changed transparently while a given program is running. On each adaptation step, several replicas can be activated or suspended. Here, the number of replicas changed on each step is called a scaling factor (SF). For instance, a SF 2 means that two replicas can be added or removed at once.

The minimum and maximum number of replicas that a given parallel stage can use must also be determined. If parallelism is required, we assume that the minimum degree is 2 (threads/replicas) and the maximum is defined according to the machine number of available processing cores. We expect that the parallelism regulator can detect the CPUs capacity from the running machine using mechanisms provided by the runtime library used.

The throughput value (tasks/second) is calculated in the last stage. Listing 2 shows a high-level representation of the monitor implementation from the entity showed in Figure 3. The monitor calculates the number of tasks processed in the current iteration by subtracting the previous total number of tasks from the current total number of tasks. In each iteration, the throughput is the result of dividing the number of processed tasks by the time taken. The last stage gathers the tasks and also measures the throughput. The throughput rates are then stored and accessed by the regulator. This flow feeds the regulator with information to decide if an adaptation is required for deciding if the current parallelism configuration must be adapted.

The decision making of the proposed strategy was characterized by running realistic experiments. The self-adaptive part was manually included in a parallel version (using SPar) of the Lane Detection video application, additional information about the application and tested Machine 1 is presented in Section 5. The main goal of this experiment was to evaluate the effectiveness of the adaptive strategy in adapting the degree of parallelism. We tested the strategy’s behavior under different configurations in a video stream processing application to understand the implications of configurations and their impact on the application’s performance. In our primary tests, we used a video file as an input to simulate a typical execution of a video streaming application. Moreover, the input file used to simulate a real-world scenario presents oscillations in the time taken to process the frames. The actual throughput is reduced because some frames require more time to be processed and cause load fluctuations. In this video application, a task is a video frame.

Figure 4 presents the results of the throughput and the number of replicas used during execution of the strategy WUDP. This experiment was configured with a representative SF of 1 replica and monitoring time interval (TI) of 1 s. It is notable that the throughput oscillates during the execution, which is mainly caused by workload trend of the application’s input. Consequently, the number of replicas is not always stable since it varies during the execution. In this specific experiment, the number of replicas varied too much because it adapted based on the actual application’s throughput. However, under more stable throughput conditions it is likely that there would be fewer changes in the number of replicas, but this depends on the application and its input characteristics. Figure 4 shows that this strategy for adapting the degree of parallelism successfully adjusted the execution. The number of replicas varied from 7 to 12 and the throughput oscillated from 40 to almost a 100 frames per second. The final performance of this strategy will be evaluated in Section 5.

3.3  |  A strategy for user defined target throughput

In the previous section, we presented a strategy for adapting the number of replicas WUDP, where it was demonstrated the possibility to adapt the parallelism degree and optimize the application execution at run-time. Some application
programmers may prefer not to specify the performance goal (performance concerns are abstracted) while others may prefer to set the specific desired performance goal for a given application. It is expected to be a trade-off between the flexibility for defining parameters and a complete transparent/abstracted execution. Defining performance parameters according to specific scenarios increases the flexibility at the price of additional complexities, where performance expertise is required from the application programmers. On the other hand, a completely abstracted execution is expected to increase the abstraction level by reducing complexities but tends to result in less flexibility as well as in lower performance in our approach. From a practical perspective, the performance (e.g., throughput) is usually higher when the precise value is set. This allows to respond quicker to reach the optimal configuration as the self-adaptive strategy can compare the actual performance to the goal and apply adaptations when necessary.

Here, we propose another strategy that aims at providing the flexibility for the application programmer to define parameters and performance indicators. The goal is to empower the application programmers allowing them to choose the level of abstraction that they need. Hence, we implemented a strategy that adapts the degree of parallelism based on the user defined throughput goal. The design follows the model described in the previous section. Here, the core difference lays in the regulator entity, represented in Algorithm 3. As shown in lines 4–7, the decision whether to change the degree of parallelism is based on the target (expected) and measured (actual) throughput. In addition, this strategy uses a throughput monitor in the last stage that calculates the actual throughput, shown in Algorithm 2.

The number of replicas is changed by suspending active replicas if the throughput is higher than the target or activating suspended replicas. Furthermore, the throughput tends to oscillate and unnecessary adaptations should be avoided. In the
related works (Section 6), each approach is specific and implements the strategy considering its scenario, no consensus is found regarding to when the degree of parallelism is expected to be reduced. In our strategy, we added a percentage value, acting as a threshold, which is a value that can be tolerated when the actual throughput is higher, but close to the target. 20% was the most suitable value for video applications during our empirical tests. The threshold is used in line 6 of algorithm 3.

In order to characterize this strategy, the same steps from the previous described strategy were followed. Moreover, we simulated a potential condition called dynamic throughput that occurs when the target performance is changed during the execution. This requires the number of replicas in a parallel stage to be adapted to meet the new performance goal. In this case, the number of replicas is changed considering the number of tasks processed. In addition, it is relevant to emphasize that this strategy allows one to test different conditions.

Figure 5(A) shows a simulated scenario where the target throughput (TT) is dynamic during the execution, starting with an arbitrary value of 40 tasks as the TT. This test was performed in order to evaluate the strategy under a real-world condition where the performance goal changes. In this simulation, when the execution time reached 8 s, the TT was changed to 18. At 16 s, the performance goal was increased to 50. When the execution reached 30 s, the TT was changed to 70. In Figure 5(A), the SF was 2, adding or removing 2 replicas on each adaptation. SF 2 reacts faster to changes, which could result in a short settling time at the price of less stability. Regarding replicas adaptation, Figure 5(A) shows that the self-adaptation strategy was able to respond to changes and pursue the different throughput goals.

While some stream processing applications can present changes in the target performance, others have a continuous demand for a specific performance. However, it does not mean that the execution will be without fluctuations since the input workload and the environment can oscillate. In addition, the demand for resources can vary following the workload trend. One possible customization to respond to load fluctuations is to adapt the number of replicas. In the experiments with a static TT, we are only presenting results with 0.5 as a TI between each iteration. This decision is due to paper space constraints and in previous results is shown that a short TI caused no additional overhead.

In Figure 5(B), we present an experiment with a static TT of 60 frames per second and SF of 2, using the same input video from previous experiments. In the tested machine, the number of replicas used varies from 8 to 14. As the number of replicas impacts the actual throughput, it was decided to start the execution using half of the total available cores (with hyperthreads). In previous experiments, it was possible to note a need to increase the number of replicas right after the execution starts. The load from the input file caused most of the throughput fluctuations. It is noteworthy that in some specific instances, even using the maximum number of replicas, it was not possible to achieve the TT. However, it was not caused by the adaptive strategy, but is a consequence of the machine’s limited processing capability.

The strategy presented here is intended for providing flexibility to users with performance expertise. This strategy assumes that the throughput goal set by the application programmer is achievable provided that the application has...
enough data to be processed, which characterizes a suitable input task rate. However, in case the application programmer sets a wrong throughput goal that is higher than the input rate, the input rate would limit the maximum achievable performance. In such a scenario, the regulator will increase the number of replicas as an attempt to increase the performance, which would consume more resources without necessarily achieving performance gains. This suboptimal scenario caused by wrong parameters defined by the user can be mitigated by including an additional monitor in the task scheduler for measuring the input rate. Then, in case the TT is higher than the input rate, the regulator could change the TT to the value of the input rate. This additional monitoring entity integrated with the regulator would potentially impact in the performance. Consequently, implementing and validating such a mechanism is left as a future feature to be included and validated.

3.4 Strategies’ remarks

Here, we discussed the motivations and requirements for an adaptive degree of parallelism and the implemented strategies were characterized using the Lane Detection application. The first strategy that we implemented adapts the number of replicas without the need to set a target performance. Because many application programmers do not have performance expertise, this strategy aims to maximize the throughput without a user-defined parameter (Section 3.2). The advantage of more abstraction comes at the price of less flexibility.

Furthermore, Section 3.3 presented a solution that requires from the user the definition of a TT, which is used as a configuration to optimize the execution. The experiments revealed that the target performance might vary during execution as well as the demand for resources.

Considering the requirements for an adaptive degree of parallelism (Section 3.1), the strategies also met the goals for adaptive and transparent executions. The overhead and computational feasibility as well as the workload independence will be evaluated in Section 5. The overhead and feasibility are tested by evaluating the performance of running applications, and workload independence is shown by using different applications and their inputs.

The desired SASO properties were also met by the strategies. The strategies are also stabilized by using TIs between iterations and the short settling times are pursued by reducing the TIs and using faster scaling configurations. In addition, overshooting is avoided by decreasing the degree of parallelism when suitable.

4 SELF-ADAPTIVE NUMBER OF REPLICAS IN SPAR

In previous section, we described and characterized two strategies for different user profiles. Here, we present how these strategies can be integrated into an existing DSL (SPar) for generating a self-adaptive parallel code. SPar was studied to find out techniques and mechanisms to change the number of replicas at run-time. Considering that stream processing requires an effective mechanism to change a program’s execution without needing to recompile or rerun, the strategies were implemented using low-level calls to the runtime library that change the status of the replicas (active or suspended). These low-level mechanisms for adapting the status of the replicas are available in FastFlow that is the runtime library used by SPar, described in Section 2.2.

Considering the design considerations and requirements (Section 3.1), the adaptive entities were designed to execute as functions embedded to the runtime library for reducing the potential overheads. For instance, the regulator entity is implemented in the first stage of the SPar runtime (see Figure 3) to avoid the need to restart the application when changing the number of replicas as well as to avoid the need of creating an additional thread. Regarding the practical use of the monitor entity, it is embedded within the last stage of the execution workflow.

4.1 Existing SPar rules

Transformation rules are used within SPar to generate parallel code. These rules are related to the SPar runtime described in Section 2.2 and according to the chosen parallel patterns. As described in Section 2, SPar transforms an annotation sequence into parallel code by composing parallel patterns, which are represented using functional semantics.

According to Reference 9, a farm parallel pattern can be expressed using a functional semantics as follows. Farm(accepts one to three arguments farm(B), farm(A, B), farm(A, B, C). The arguments represent the farm task scheduler
(known as “emitter,” A) that sends tasks to the workers, the farm worker (B) that computes the tasks, and the farm collector (C) that gathers results. Each one of the three elements only accepts a code block/sequence of commands as an argument.

\[
\begin{align*}
[[ \text{spar} :: \text{ToStream} ]] & \{ \\
    f1 () ; \\
    \quad [[ \text{spar} :: \text{Stage} \text{, spar} :: \text{Replicate} (N) ]] & \{ \\
        f2 () ; \\
        \quad \Rightarrow \text{farm}( A( f1 ), B( f2 ), C( f3 ) ) ; \\
    \} \\
\} \\
\end{align*}
\]

Listing 2: Example of SPar's source-to-source transformation rule for generating a Farm

Rule 1 shows an existing rule relevant to this work, representing a code generation from a SPar annotation to a farm parallel pattern. The ToStream code region is the first stage with the `f1` (a sequence of commands), which is assigned to the emitter task scheduler (A(...)). Furthermore, `f2` (sequence of commands) is the second stage, which is replicated (B(...)). The Replicate attribute in the Stage annotation (f2) defines the parallelism with a given degree `N`. In addition, Rule 1 has another Stage annotation, which is another sequence of commands represented by `f3`, which is assigned to C that gathers the tasks.

4.2 Self-adaptive code generation

From the SPar's language standpoint, the support for self-adaptive executions relates to generating additional code blocks, which is supported by the SPar compiler (Section 2.3). Moreover, the proposed strategies were implemented in the form of a C++ header file, which enables SPar to include the files and only generate the code for the instrumentation (call the functions).

We use transformation rules for representing the code generation of the self-adaptive strategies along with the SPar regular code. In addition to the existing SPar rules, we designed a new rule to cover the adaptive degree of parallelism for the SPar DSL. Rule 2 is similar to Rule 1 representing a code generation for a Farm. However, in rule 2 the code generated for A and C also has the parts of the adaptive strategies. The first part of an adaptive strategy is the regulator method in such a way that regulator() is implemented as a new method of class A. For instance, this method can cover the decision making for the application’s TT strategy (showed in Listing 3). The regulator() method is called to manage in A the number of replicas. C has the code implementing the performance monitoring through the method monitor() represented in Listing 2.

Importantly, the regulator() and monitor() have interactions where the regulator() periodically accesses a shared queue that contains data collected by the monitor(). Consequently, this workflow enables the regulator() to decide whether the number of replicas needs to be adapted. Considering that the regulator and monitor run only periodically as sequential and asynchronous entities, potential synchronization or race condition issues are avoided. Nevertheless, the only minor issue that could occur by the combination of unpredictable and rare events is that the regulator may need one more iteration to get the most updated statistics collected by the monitor.

\[
\begin{align*}
[[ \text{spar} :: \text{ToStream} ]] & \{ \\
    f1 () ; \\
    \quad [[ \text{spar} :: \text{Stage} \text{, spar} :: \text{Replicate} () ]] & \{ \\
        f2 () ; \\
        \quad \Rightarrow \text{farm}( A( f1 ).\text{regulator}(), B( f2 ), C( f3 ).\text{monitor}() ) ; \\
    \} \\
\} \\
\end{align*}
\]

Listing 3: SPar's source-to-source transformation rule for generating a Farm with an adaptive number of replicas
In addition, the compiler and runtime library can decide between the two designed strategies by the compilation flag exemplified below:

```
-spar_adaptive-throughput [target-throughput]
```

This flag accepts the `target-throughput` in tasks/second. The argument is intended to provide flexibility with relevant customization for the user/application programmer. In case a TT is specified, the number of replicas will be regulated using the TT strategy. On the other hand, if the parameters were not defined, the strategy WUDP is used.

In order to illustrate how the adaptive code generation works with SPar’s source-to-source transformations, we consider a trivial application that calculates the prime numbers as a code example. In Figure 6, we show six steps of the code generated by the SPar compiler, where at the top is showed the code with SPar’s annotation scheme. SPar’s code generation follows some specific steps. First, the compiler detects input and output dependencies for generation the step block ①. Then, the stages are built within blocks ② and ③ we must properly manage data, taking care of the associated input and output dependencies. The next step is ④ that creates the emitter (task scheduler) for the stream region. Finally, an example of a creation of a farm pattern is showed in block ⑤ and in ⑥ the variable values are updated as well as the Farm starts running.

In this example, SPar generates a parallel code supported by the FastFlow runtime. Importantly for supporting the generation of self-adaptive code, the code parts highlighted in the color red in Figure 6 are changes or additional parts for enabling self-adaptive executions using the proposed strategies. The self-adaptive code is generated using the already described Rule 2. First, it is necessary to include the header files, which is where the monitor and regulator entities are actually implemented. Second, in the code generated corresponding to the emitter (A), the first step is to declare the `ff_loadbalancer` that is the runtime mechanism that controls the status of replicas. Third, it is necessary to call the regulator’s `run()` function that prepares the system for starting the execution of the applications. Then, the regulator’s `run()`
function returns an ID of the replica to send the task and periodically verifies if the number of replicas has to be changed or not. In case a change is needed, the run() function transparently interacts with the runtime library and updates the configuration. Finally, when there are no more tasks to be processed, the regulator's finalize() function is called for a cleaning up step that suspends the replicas to enable the runtime library to end the execution.

Moreover, in the stage represented in step 3 of Figure 6 that corresponds to C, a single extra code line is necessary for calling the monitor entity, which collects relevant statistics and feeds the regulator. Although here we are describing how the solution for a self-adaptive number of replicas is integrated in SPar and its runtime library, these additional lines can be also manually instrumented/added to the other parallel codes.

5 | PERFORMANCE EVALUATION

Here, we introduce a set of experiments aimed to evaluate the strategies and their mechanisms for an adaptive degree of parallelism. The strategies are tested under different supported configurations and these results are compared with the hand-coded static parallel applications. We ran a set of experiments to evaluate the effectiveness of the adaptive strategies using the throughput as a performance metric. Throughput was calculated based on the number of processed items at a time. We also present the final throughput, which was derived by taking the total number of processed items in a given execution divided by the total time. Each execution was repeated 10 times and the results presented are the arithmetic means. The standard deviation is also shown in the graphs. Section 5.1 describes the tested applications and Section 5.2 shows the test environment. Then, in Sections 5.3 and 5.4 the performance is evaluated with real-world applications.

5.1 | Real-world stream processing applications

Our strategies were evaluated by implementing them in existing parallel stream processing applications generated by SPar. In fact, real-world applicability was the key criterion used to select the applications. We also selected them based on different characteristics and QoS requirements. Therefore, some applications were chosen perform simple processing and outputting results under a regular workload trend (e.g., Lane Detection), while other applications can perform more complex processing under an irregular (variant) workload trend (e.g., Person Recognizer). The following applications were tested:

- **Lane detection**: is an application used on autonomous vehicles to detect road lanes maintaining the car on the road. This is performed by reading a video feed from a camera. The lane is detected through a sequence of operations, which are described in Reference 38. The parallel implementation of this application is a pipeline composed of three stages where the second stage, which is stateless, is replicated. Lane Detection was tested using two input files in order to test whether different workload trends result in different performance in the adaptive strategies.

- **Person recognition**: This application is used to recognize people in video streams. It starts by receiving a video feed and detecting the faces. The faces that are detected are then marked with a red circle, and then compared with the training set of faces. When the face comparison matches, the face is marked with a green circle.

- **Bzip2**: is a data compression application that uses Burrows-Wheeler algorithm for sorting and Huffman coding. This application is built on top of libbzip2, which is a library for data compression. The compression has a workflow based on entities. The first step is completed by reading the input, followed by a compression stage, and finally writing to the output channel. The compression mode can be viewed as a pipeline with the read stage, the parallel compression stage, and the sequential writing stage. The parallel version of Bzip2 (Pbzip2) using SPar is shown in Reference 40, and this parallel version with the static Replicate attribute. We implemented the strategies for an adaptive degree of parallelism in this parallel version.

5.2 | Environment of tests

We used two machines to test the performance and decision making of the self-adaptive strategies in different applications. The first machine used **Machine 1** was a multicore system with 2 Sockets Intel(R) Xeon(R) CPU 2.40 GHz (8 cores-16 threads), with a memory of 16 GB - DDR3 1066 MHz. **Machine 2** where the same experiments were repeated is a more robust one equipped with memory 32 GB - 2133 MHz and a dual socket Intel(R) Xeon(R) CPU 2.40 GHz.
In both machines the OS used was Ubuntu Server 16.04 and the programs were compiled with G++ (5.4.0) with the -O3 flag. In addition, this environment was dedicated for these experiments, thus all other workloads were not running at the same time.

5.3 Performance of strategies’ configurations

Flexibility can be supported in the adaptive strategies by enabling the definition of several configurations and parameters. A relevant aspect of the configuration is the SF, which is how many threads/replicas are added or removed when adjusting the degree of parallelism. In the literature, the most commonly used SF value is 1 (threads/replicas). Our adaptive strategies are tested with SFs 1 and 2.

A challenge related to an adaptive degree of parallelism is when to change the execution. The most common approach is time-driven, where a periodic execution is performed every TI, which can be viewed as a sampling time running after a given sleep TI. Authors of References 21,23,24,41 used TIs ranging from 0.1 to 5 s. Based on our empirical tests, it was determined that 0.1 s is a too low interval and 5 s are too high. Our adaptive strategies are therefore tested with TIs of the sleep time between each run of 0.5 and 1 s. This configuration was chosen aiming to avoid excessive iterations, while at the same time maintaining a correct level of sensitivity for being responsive to workload fluctuations. Consequently, we tested the impact of the different TIs in the adaptive strategies.

Figure 7 shows the average throughput from 10 executions using the different configurations of the adaptive strategies in Machine 1. In general, the configurations achieved a similar performance. In some specific cases the SF 2 (goes up and down faster) and a TI of 0.5 s configuration is more sensitive to application fluctuations and for adapting faster the degree of parallelism. The configuration with TI 0.5 s and SF 1 is also responsive to fluctuations.

The performance difference between the configurations tends to be small. In case a transparent execution is desired, the SF of 2 and TI 0.5 s are more responsive. Figure 8 provides additional results with the same configurations tested in a more robust machine. It is notable in Lane Detection application that in both strategies the best configuration is TI 0.5 and SF 2, such an outcome is justified by the fact that this configuration has a lower settling time. In this case, reducing the settling time allowed to reach earlier the maximum throughput with the best degree of parallelism. Despite some minor differences between the configuration in Person Recognizer and Pbzip2, the overall performance trend of the configurations in Machine 2 is similar to the results seen in Figure 7 from Machine 1. Importantly, it is possible to conclude that the configurations have an impact on the responsiveness and settling time of the self-adaptive strategies, which motivates the support of these customizations for users expert on performance.

It is important to note that in the results presented in Figures 7 and 8 we are not comparing which configuration yields the best performance. Instead, we are evaluating how the adaptive strategies behave under these different configurations and how responsive they are in adapting the degree of parallelism. Noteworthy, these results are compared with baseline static executions in Figures 9–11, which are discussed in the following section.

**Figure 7** Average throughput—configuration of strategies in Machine 1
**FIGURE 8**  Average throughput—configuration of strategies in Machine 2

**FIGURE 9**  Average throughput of lane detection in Machine 1 [Color figure can be viewed at wileyonlinelibrary.com]

**FIGURE 10**  Average throughput in Machine 1 [Color figure can be viewed at wileyonlinelibrary.com]
5.4 | Performance compared with static degree of parallelism

This section evaluates the adaptive strategies comparing them with regular parallel executions that use a static (a.k.a. fixed) number of replicas, ranging in the Machine 1 from 2 to 16 replicas. It is important to note that in this evaluation we are considering only the performance, we aim to evaluate the impact of the abstractions for adaptive and transparent degrees of parallelism. The adaptive strategies tend to have a more elaborate execution with monitoring and adaptations, which can reduce the performance. Moreover, the results from the self-adaptive strategies presented in Figures 9 and 10 are the ones using the representative configurations from Figures 7 to 8.

To evaluate if the differences are significant from the statistic standpoint of view, we provide the hypotheses tests using 95% for the confidence interval in Table 1 and 2. We take in to account the recommendations of References 42,43. We used R language to build a script that tests whether the differences among the samples are “statistically significant”.44 Our baseline is the static parallelism configuration, which is manually set by the programmer to compare with TT and

![Machine 2—summary of average throughput](wileyonlinelibrary.com)

Table 1: p-value for Machine 1

<table>
<thead>
<tr>
<th>Lane Detection Input 1</th>
<th>Lane Detection Input 2</th>
<th>Person Recognition</th>
<th>Ptxip</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TT</td>
<td>WUDP</td>
<td>TT</td>
<td>WUDP</td>
</tr>
<tr>
<td>2 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
<tr>
<td>3 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.001 0.001</td>
<td>0.001 0.001</td>
<td></td>
</tr>
<tr>
<td>4 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.001 0.001</td>
<td>0.001 0.001</td>
<td></td>
</tr>
<tr>
<td>5 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.001 0.001</td>
<td>0.001 0.001</td>
<td></td>
</tr>
<tr>
<td>6 0.001 0.003 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.001 0.001</td>
<td>0.001 0.001</td>
<td></td>
</tr>
<tr>
<td>7 0.001 0.275 0.193 0.001 0.001 0.001 0.001 0.001</td>
<td>0.003 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
<tr>
<td>8 0.001 0.625 0.064 0.001 0.001 0.001 0.001 0.001</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
<tr>
<td>9 0.001 0.064 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
<tr>
<td>10 0.001 0.037 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.001 0.001</td>
<td>0.001 0.001</td>
<td></td>
</tr>
<tr>
<td>11 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
<tr>
<td>12 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.000 0.035</td>
<td>0.000 0.035</td>
<td></td>
</tr>
<tr>
<td>13 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.001 0.001</td>
<td>0.001 0.001</td>
<td></td>
</tr>
<tr>
<td>14 0.027 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.003 0.048</td>
<td>0.000 0.001</td>
<td></td>
</tr>
<tr>
<td>15 0.005 0.001 0.001 0.001 0.001 0.001 0.001 0.001</td>
<td>0.431 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
<tr>
<td>16 0.001 0.130 0.001 0.001 0.003 0.625 0.001 0.000</td>
<td>0.000 0.000</td>
<td>0.000 0.000</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: TT, target throughput; WUDP, without user-defined parameters.
We ran the Shapiro–Wilk test, which is suitable for samples of less than 30, to determine if the sample is in a normal distribution. If both the samples that are being compared have a normal distribution, we applied the paired T-test. Otherwise, we applied the paired Wilcoxon test. Only a few samples were not normally distributed. It is important to know how samples are distributed for choosing the appropriate test. Both hypotheses tests return the \( p \)-value that is presented in the tables. The null hypotheses (\( H_0 \)) are \( Static \neq TT \) and \( Static \neq WUDP \) while the respective alternative hypotheses (\( H_1 \)) are \( Static = TT \) and \( Static = WUDP \) for all benchmarks. The null hypothesis is false when the \( p \)-value is higher than .05, otherwise, it remains true. We highlighted in italic the specific comparisons where \( H_0 \) is false. In these cases, it is not possible to assume that there is a statistical difference in the throughput when comparing the samples.

Figure 9(A) presents the results using Input 1 of the lane detection application. As expected, in the static executions the throughput increased as the number of replicas were increased until it reached the scalability limit of the application. We plotted the results from the adaptive strategies shown in the previous sections. In Machine 1, the adaptive executions started using 8 replicas, since it is the half of the total number of available cores collected by the adaptive algorithm. The throughput results are an average of the final throughput, and the error bars are plotted to represent the standard deviation. We also included the average number of replicas used by the self-adaptive strategies, which emphasizes that the strategy with a TT achieved a higher performance by using more replicas than the WUDP one.

The throughput of the static executions is shown regarding each number of replicas. However, the throughput from adaptive executions is the same for all replicas, since any number of replicas can be used during the execution. Figure 9(B) shows the throughput of the different executions using Input-1. The static parallelism show the highest throughput with

### Abbreviations:
- TT: target throughput
- WUDP: without user-defined parameters
14 replicas. The performance of the adaptive strategy with target performance was almost as good as the best static parallelism configuration (14 replicas). This result demonstrates that even with the additional parts implemented, the adaptive strategy can achieve performance similar to the best static in this application.

When comparing the tested adaptive strategies, it is notable that the strategy with a target performance achieved a slightly better throughput than that without the performance definition (WUDP). It is caused because the target performance approach scales faster and under a high target performance it uses more replicas. Moreover, the poorer performance of the strategy WUDP occurred because in this strategy it is not possible to enforce the maximum performance goal. The strategy WUDP only changes the number of replicas when the load fluctuates and the maximum number of replicas where only used at some specific points. Due to the fact that Lane Detection achieved the best performance with more replicas, the average throughput of the strategy WUDP was smaller than the executions that used more the maximum number of replicas.

Figure 9(A) shows the result of another experiment with the lane detection application using a different input. This input uses a video with a higher resolution (MPEG-1920 × 1080), which requires more computation and decreases the frame processing rate. When comparing the three scenarios, it is notable that the execution with a static number of replicas achieved the best throughput with 13 replicas and it was higher than the adaptive strategies when using 10 to 14 replicas. The adaptive strategy based on the TT performed better. By contrast, the strategy WUDP presented additional performance degradation because it scaled slower and it had more configuration changes with fluctuations from the workload trend. These results show potential areas for future work for optimized strategies, as well as techniques and models to improve performance.

Using different inputs in the lane detection application achieved a similar performance outcome. In Input 1, the best static performance was 2.72% better than the adaptive strategy with TT, while in Input 2 the same aspect had a contrast of 5.08%.

The person recognition application behaves differently than lane detection. On the one hand, lane detection only detects and marks lines. On the other hand, person recognition processes the video detecting faces and comparing them to a database of images. Person recognition’s performance was evaluated through a MPEG-4 video with 1.36 MB (640 × 360 pixels) using a training set of 10 images with faces to be recognized in the video.

Figure 10(A) shows the average throughput using the person recognition application. Noteworthy results are that the best throughput of static executions was achieved with 8 replicas, which is the number of physical cores. Regarding the performance of the adaptive strategies, that with a TT outperformed the one WUDP. Moreover, it is possible to note the strategy WUDP performed better in the person recognizer compared with lane detection, because the person recognizer did not achieve the best throughput when using the maximum number of replicas. The adaptive executions with TT achieved a throughput similar to the static using 14 replicas and had a throughput only 2.67% lower than the best static execution.

Figure 10(B) shows the Pbzip2 throughput of the adaptive strategy as well as the static execution under a varied number of replicas. The static executions show the impact of the number of replicas on performance, increasing the throughput from around 7 MBPS with two replicas to around 29 MBPS with 15 and 16 replicas. Noteworthy in this application, the best execution time was achieved with 16 static replicas. This number of replicas showed significant performance losses in the previous applications.

Moreover, the standard deviation was plotted along with the executions. However, it is not possible to identify it since the deviation was minimal. In this experiment, the best performing adaptive strategy was the TT that achieved a performance close the one using 14 static replicas. Moreover, the best static execution with 15 replicas was only 4.15% better than the adaptive strategy using a TT. On the other hand, the strategy WUDP had a performance 7.38% degraded compared with best static execution. It is important to note that in this specific application and machine the best performance was achieved with 15 static replicas, while the adaptive strategy used 14 as the maximum number of replicas.

The experimental evaluation also analyzed the statistical properties of the results. Table 1 shows the outcome of p-value encompassing the static and adaptive executions. Results marked with the italic values are those that the null hypothesis is false with 95% of reliability, which means that in these cases there is no significant statistical difference in the performance of adaptive and static executions, because we assume then the $H_1$. Notably, in most cases as shown in Table 1, the null hypothesis is true. The hypothesis tests were also run comparing the TT and the WUDP, which showed a p-value of .001 for Lane Detection Input 1; .001 for Lane Detection Input 2; .001 for Person Recognition; and .000 for Pbzip2.
Figure 11 shows an overview of results from Machine 2 that has more available resources, where representative adaptive executions from Figure 8 are compared with static ones. The throughput of the static executions with all degrees of parallelism is not shown for the sake of space and clarity. As Machine 2 has more physical resources available, the degree of parallelism can be higher. In this scenario, the static execution with the best performance was 22 replicas in Lane Detection and slightly better Person Recognizer with 19 replicas, while 24 static replicas had the best performance in Pbzip2. In general, the adaptive strategy with a TT outperformed the WUDP adaptive strategy.

The experimental results reveal that the performance trends of the applications tend to be similar, even with different inputs. In addition, the adaptive strategies showed only a lower performance when compared with the best static cases, specially the strategy requiring a TT. In fact, the tolerated performance losses depends on the programmers’ performance objectives and their skills in parallel programming. The level of performance that can be sacrificed in order to have adaptive and high-level parallelism abstractions depends on the specific demands and scenarios.

We also present a statistical analysis of results from Machine 2. Table 2 shows the outcome of p-values considering the static and adaptive executions using all possible number of replicas in static executions. In the majority of cases, the null hypothesis is true, characterizing the results with statistically different. However, in some cases, the adaptive executions are statistically considered as equal to static configurations, which vary from applications and input workloads. The performance contrasts evinced in Figure 11 are significant. For instance, although the two self-adaptive visually seem to have similar performance (e.g., person recognition application), the low visual differences in Figure 11 are statistically distinct in favor of the TT strategy with respect to WUDP. Although Table 2 is not showing the results of this comparison, we ran the hypotheses test, which showed a p-value of: .009 for Lane Detection Input 1; .003 for Lane Detection Input 2; .005 for Person Recognition; and .000 for Pbzip2.

6 RELATED WORK

Several parallelism optimizations can be applied at run-time. Two example of optimizations are the degree of parallelism and job batching. Another potential optimization is to automatically tune the communication queues’ concurrency modes, but this a complementary optimization specific to particular runtime systems. Although the mechanisms for exploiting dynamic adaptation of the degree of parallelism can be complex to implement, it is a powerful and effective approach for achieving several user objectives. Jobs batching is also relevant, for instance, Metzger et al. proposed a solution for enforcing deadlines with an analytical framework, which optimizes the resources consumption and the applications’ performance by batching jobs. Batching jobs is a suitable alternative for a set of applications, but the optimization space can be low for some scenarios (e.g., latency-sensitive applications). Moreover, the impact of batch sizes on applications’ metrics like throughput and latency can be nonlinear and complex to optimize effectively. Thus, in this work, we focus on optimizations with a dynamic degree of parallelism, where we envision that in the future batching optimizations can be combined with the degree of parallelism.

A number of researchers have assessed how to best determine the optimal degree of parallelism in parallel applications, of note are References 17, 47 and 48. However, these approaches deal with self-adaptive aspects in nonstream processing applications. Thus, they are not feasible for streaming applications due to the specific behaviors and constraints that they present, such as the nature of load fluctuations, unpredictable input rates, and nonlinear behavior. Self-adapt parallelism configurations is a potential solution for improving the executions to different performance goals and scenarios. However, stream processing applications require specifically targeted solutions. Some authors have addressed the degree of parallelism problem in stream processing applications. We will describe these approaches below.

Sensi et al. explore stream systems, aiming to predict performance and power consumption using linear regression as a learning technique. Their goal was to reduce power consumption with “acceptable” performance. In order to do so, they proposed and implemented a simple programming interface and runtime called NORNIR, which enabled the application to change (the number of cores and clock frequency) during run-time. The NORNIR system was aimed to satisfy power consumption or performance bounds, which have to be defined by the user. It then triggers actions when it detects changes in the input rate or application. NORNIR interacts with the OS and with FastFlow’s runtime.

In addition, Matteis and Mencagli present elastic properties for data stream processing to improve performance and energy efficiency (number of cores and frequency). Their proposed model is implemented in FastFlow’s runtime. This approach concerns stateful operators, which brings additional complexities when migrating the thread states is required.
due to dependency among them. Matteis and Mencagli\textsuperscript{23} use one controller thread for monitoring the infrastructure and triggering changes. When the load increases, the controller instantiates new threads (stream replicas). Moreover, the CPUs' frequency is changed in order to reduce energy consumption using the MAMMUT library.\textsuperscript{51}

Bringing the term "self-aware" to stream processing applications, Su et al.\textsuperscript{26} introduce StreamAware, which is a programming model with adaptive strategies targeting dynamic environments. The aim is to allow the applications to automatically adjust during run-time. Su et al.'s\textsuperscript{26} mechanism to support adaptive features in stream processing applications has four parts: detecting, gathering, analyzing, and acting. It adjusts stream parallelism by adding or removing worker threads.

On the other hand, Gedik et al.\textsuperscript{24} use the term elastic autoparallelization to locate and parallelize parallel regions. They also address adaptation of parallelism during the execution. The paper highlights the question of the "profitability" of stream parallelism, by asking "How many parallel channels provide the best throughput?" The term "parallel channels" can be understood as a specific aspect related to the degree of parallelism. Moreover, Gedik et al.\textsuperscript{24} argue that the parallelism profitability problem depends on workload changes (variation) and resource availability. They propose an elastic autoparallelization solution, which adjusts the number of channels to achieve high throughput without wasting resources. It is implemented by defining a threshold and a congestion index in order control the execution regardless of if more parallel channels are required.

Yet another approach to stream processing is provided by Heinze et al.\textsuperscript{27} This work emphasizes the complexity of determining the right point at which to increase or decrease the degree of parallelism. The authors investigate issues of elasticity in the data stream to meet requirements for autoscaling (scaling in or out), workload independence, adaptive, configurability, and computational feasibility. They also explore latency aspects in a distributed system, using metrics with fixed minimum, maximum, and target utilization.

Selva et al.\textsuperscript{25} show an approach related to adaptation in run-time for streaming languages. The StreamIt language is extended in order to allow the programmer to specify the desired throughput and the runtime system controls for the execution. Moreover, it implemented an application and system monitor to check the throughput and system bottlenecks. This approach is able to adapt the execution based on previous observation, which classifies it as reactive.

Adaptability was also proposed by Floratou et al.\textsuperscript{52} for real-time stream processing analytics, where the notion of self-regulation in Twitter’s Heron framework was introduced with the proposed system called Dhalian. In this solution, the user sets a TT and Dhalian transparently configures the number of processes and cloud instances for achieving the user goal. Dhalian was validated with real-world applications, showing that the system can dynamically self-regulate to meet SLOs.

Table 3 shows an overview of the related works. The main aspects considered were the adaptation strategy and the scenario of the applications evaluated in each study. Each approach has specific goals, and implemented strategies. The applications evaluated vary among the approaches, but we selected only related works that focus on dynamic degree of parallelism for stream processing applications.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Approach & Goal & System & Applications & External actuator \\
\hline
21 & Performance and power consumption & NORNIR & PARSEC & Yes \\
\hline
23 & Performance and power consumption & Elasticity on FastFlow & High-frequency trading & Yes \\
\hline
26 & Performance per Watt & StreamAware & PARSEC & Yes \\
\hline
24 & Congestion and throughput & Algorithm implementation & Finance, Twitter, PageRank, and Network & Yes \\
\hline
27 & Maximize utilization and control the latency & System prototype & Financial & Yes \\
\hline
25 & Quality-of-services & StreamIt extension & Dataflow applications & Yes \\
\hline
52 & Maximize throughput & Algorithm implementation & Word count & Yes \\
\hline
This approach & Parallelism abstraction (throughput) & Extension of SPar DSL & Lane detection, person recognition, and Pbzip & No \\
\hline
\end{tabular}
\caption{Overview of related works that adapt the parallelism}
\end{table}
Our research differs from existing papers because we provide an adaptive degree of parallelism support to a parallel runtime system (named SPar). Sensi et al. and Matteis and Mencaglia aim to predict energy consumption. Though all share the same application domain, we focused on stream parallelism abstractions regarding reactive adaptations of the degree of parallelism. For instance, proactive approaches such as Matteis and Mencaglia attempt to predict a future trend. The challenge is that it is almost impossible to predict performance peaks on stream processing due to the combination of load fluctuations, irregular behavior, and dynamic execution environments. By contrast, we use a reactive approach that is effective and run with low computational complexity to respond fast and accurately.

Moreover, the research problem presented in Gedik et al. is related to this work, since both approaches present an adaptive degree of parallelism. However, we have a different scenario and target architecture. While Gedik et al., Heinze et al., Su et al., Selva et al., and Floratou et al. address distributed stream systems, our approach targets stream parallelism in shared-memory multicore systems for parallelism abstraction.

Concerning SPar and ready to use parallelism abstractions via self-adaptiveness, we argue that the related solutions are complex even for experts in parallel programming without focusing on application programmers. The algorithm implementations of related works are not sufficiently abstracted for application programmers. Moreover, the related works used an external actuator/thread for monitoring the execution and triggering actions. In this work, we implemented the actuator inside existing parallel activities, which reduces complexity and overhead. In summary, the advantages and differences of our solution compared with existing ones are the following: (1) We are proving higher level abstractions with the WUDP strategy that self-configures the degree of parallelism and does not require any configuration parameter; (2) Our solution uses an internal actuator, this aspect has the potential to reduce the consumption of resources resulting in less overhead; (3) Our strategies are ready-to-use by not requiring the installation/inclusion of external libraries or code blocks, any application using SPar supports now the self-adaptive strategies.

7 | CONCLUSION AND PERSPECTIVES

In this article, we provided high-level self-adaptive abstractions for stream parallelism with SPar. Therefore, we proposed and evaluated two new self-adaptive strategies. Our strategies considered different types of information for deciding if optimization is required based on the application’s throughput. We also implemented a heuristic to further simplify the work for programmers. The proposed strategies can be automatically generated along with the SPar parallel code using the designed transformation rules. Compared with related approaches seen in Section 6, our solution provides additional parallelism abstractions along with an autonomous runtime system. Our solution can potentially make computer systems more autonomous and efficient without requiring expertise from application programmers. Our solution could be encompassed by other parallel programming frameworks, and by computational environments and infrastructures. Our insights from implementation and experimental results may be used as a theoretical contribution for applying self-adaptiveness to other scenarios.

The implication of the experimental results is that self-adaptiveness is suitable for providing parallelism abstraction. We have demonstrated the effectiveness of our solutions when adjusting the number of replicas at run-time. It is possible to conclude that the self-adaptive strategies increased the level of abstraction without compromising the performance. The strategy based on a TT achieved the best performance. The option WUDP (a simple heuristic) was easier to use but had inferior performance. If necessary, the programmer can fine-tune the application’s performance by using our strategy based on TT.

In this study, the implemented strategies were tested with three real-world applications and two machines. Although the applications are representative, slightly different performance may be achieved in different machine’s architectures and under other application characteristics. Furthermore, we only tested our solutions in application scenarios with one replicated stage. The strategies tend to work when more stages are replicated, in such a way that each parallel region has one self-adaptive strategy that configures the degree of parallelism independently. Though testing a composition with more than one replicated stage was not our goal here, we do intend to tackle this question in the future. In complex stream compositions, our solution can potentially maintain reasonable performance because it uses an embedded actuator for reducing the overhead when being self-adaptive.

Apart from the CPUs affinity already provided by FastFlow runtime library, the strategies do not cover additional CPUs affinity optimization. This can be provided for our self-adaptive strategies in the future. In addition, the proposed solution assumes that the application has enough data to be processed, in the future we intend to implement and validate additional features for applications that can have inconstant and very low input rates.
We aim to extend this work in many ways. Initially, the strategies can be extended to run in distributed machine environments (clusters), including cloud and fog, increasing the flexibility with an elastic infrastructure. Then, we aim to test our solution in applications with complex structures, such as those with several replicated stages. Moreover, we hope to continue improving the adaptive strategies by providing optimizations. For instance, improving the decision-making stability in order to increase the performance of applications. Another relevant optimization is to design an adaptive SF to improve the performance. Finally, we aim to evaluate the possibility of implementing online learning in our strategies.
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