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Software Crowdsourcing (SW CS) allows a requester to increase the speed of its software development
efforts by submitting a task to be performed by the crowd. SW CS is usually structured around software
platforms, which are used by crowd members to identify a task suited for them, gather information about
this task, and finally, submit a solution for it. In competitive software crowdsourcing, members of the crowd
independently create solutions while competing against each other by monetary rewards for task completion.
While competition usually reduces collaboration, in this paper, we investigated how crowd members create a
collaborative behavior during programming challenges using online forums to help each other, share useful
information, and discuss important documents and artifacts. We also investigated different collaborative
behaviours by crowd members and and how this collaboration is associated with crowd members’ improved
outcome in the challenges. These results are based on analysis of the online forums from Topcoder, one of the
largest competitive SW CS platforms.
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1 INTRODUCTION
Crowdsourcing (CS) is defined as the act of an organization to make its work available to an
undefined, potentially large network of people – a crowd using an open call for participation [21].
CS has been adopted for several purposes such as innovative design [24],[25], data science [46],
and software development [26],[53].

Software Crowdsourcing, or simply SW CS, is an instantiation of crowdsourcing in the context
of software development. According to Stol and Fitzgerald [45], it is a particular way of designing
and creating software through the engagement of a pool of online members who can be tapped
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on-demand to contribute to various types of software development tasks (e.g., requirements, design,
coding, testing, evaluation, and maintenance).

The first studies about software crowdsourcing were published by Archak [2], Lakhani et al.[26],
Begel et al.[3], and LaToza et al[29]. After these studies, this topic has raised interest of different
researchers. For instance, Stol and Fitzgerald [45] describe a series of issues in software crowdsourc-
ing projects, including communication and coordination, and quality assurance. Other authors have
built prototype tools to study software crowdsourcing. LaToza et al.[29], for example, developed an
application called CrowdCode for decomposing programming work into micro-tasks that can be
implemented by crowd members.

Similarly to traditional crowdsourcing, SW CS is usually structured around software platforms.
These are marketplaces allow requesters to seek crowd members to perform their tasks and,
at the same time, support crowd members in finding tasks to work on. Examples of SW CS
platforms include TopCoder [48], uTest, and Passbrain. In general, these platforms explore a
competitive approach in which crowd members independently create solutions competing among
them motivated by a monetary reward after completing a task [28]. At the end of the process, the
requester validates the submitted solutions and rewards crowd members based on their solutions.
Oftentimes, just one crowd member wins the task and gets the monetary reward.

The CSCW community has long recognized that competition reduces collaboration [38]. Despite
that, recent studies [36] [4] [16] have indicated that there is collaboration in competitive crowd-
sourcing, i.e., the work conducted by a crowd is not as independent, autonomous, and isolated as it
was assumed to be [16]. This is important since collaboration can improve the quality and quantity
of crowdsourced task submissions [27] [54] [46]. In summary, while the competitive aspects of CS
platforms have been studied in detail [1], our knowledge about collaboration in competitive crowd-
sourcing is still limited. In particular, to the best of our knowledge, collaboration in competitive
software crowdsourcing has only been studied in controlled settings [36] [5][27]. Therefore, the
goal of this paper is to investigate collaborative aspects of crowd members in competitive SW CS
projects. This is done by answering the following research questions:

• RQ1 Do software crowd members collaborate in natural settings?
• RQ2 Do different types of crowd members engage in similar collaborative behaviour?
• RQ3 Does collaboration among crowd members impact their individual performance?

To answer these research questions this paper describes an empirical study aimed to understand
the collaboration among crowd members in the Topcoder platform. In this paper we adopt an
“expansive definition” of collaboration (similar to Gray’s [16]), one where crowd members do
not work towards a shared goal (e.g., managing trains [19], developing software [17], designing
and constructing a large building [9], managing a crisis [31]), but instead help each other, share
information, and discuss documents. Furthermore, crowd members are all involved in the same,
although temporary, online community, which Tausczik and Wang [46] call community-wide
collaboration.
From a methodological point of view, we adopted a mixed-methods design [12] where we

studied collaboration through the messages exchanged in Topcoder’s forums. These forums are
created for each specific task to support the communication of crowd members, among them and a
customer representative, called co-pilot. They “enable participants to ask questions and discuss
the requirements with the architects, clients and each other, to add additional detail or relieve
ambiguity in the contest specification” [36]. We analyzed 25 forums associated with challenges
from the 2 busiest months on TopCoder [15] in a total of 1,053 messages. We give particular focus
on the analysis of 557 messages sent by crowd members only, i.e., excluding the co-pilot. Our
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analysis included the types of messages sent, who sent these messages, the number of messages
they sent and, also the patterns of communication among crowd members.

In summary, this paper has three main contributions. First, it describes the collaborative activities
of crowd members involved in competitive software crowdsourcing in a non-controlled, natural
setting (RQ1). Second, it provides an initial explanation based on an analysis of the content of
the messages that different crowd members [54] use the forums to collaborate about different
subjects (RQ2). And, finally, it identifies an initial association between collaboration and individual
performance in competitive software development (RQ3), which, until now, has only been identified
in non-competitive scenarios [8].

The rest of this paper is organized as follows. Section 2 introduces the concepts of crowdsourcing
and SW crowdsourcing and reviews related literature. Section 3 describes the methodology. The
following sections, 4 and 5, present the results and the discussion. In Section 6, we present the
design implications of our results, as well as, the limitations of our work in Section 7. Finally,
section 8 describes our conclusions.

2 BACKGROUND
In a seminal paper Orlikowski[38] suggested that rewards need to be aligned with people’s indi-
viduals goals so that collaboration can take place. Her conclusion was based on a field study in a
company implementing a collaborative tool: while collaboration was expected to happen among the
employees, organizational rewards that incentivized competition did not encourage collaboration.
After that, research on collaboration in the context of competitions has not been explored by CSCW
researchers with a few exceptions [10]. With the rise of crowdsourcing, and specifically competitive
crowdsourcing where only one winner gets a financial reward, this has changed. In this section,
we will define the concepts of crowdsourcing and present previous studies on collaboration and
competition in crowdsourcing.

2.1 Crowdsourcing
In 2006, Howe [21] coined the term crowdsourcing (CS) when discussing how businesses were
using the Internet to outsource work to many individuals. Crowdsourcing is basically a distributed
problem-solving model [6]. A widely accepted definition argues that crowdsourcing is the act of
an organization to outsource its work to an undefined networked labor using an open call for
participation [21]. Open calls are divided in atomized tasks that can be completed and paid for in
small increments [45] [23].
In general, there are 3 key components in a CS project: (i) the requester who creates a task and

submits a request describing its main requirements, including instructions, constraints, acceptance
criteria, and goals. The requester also defines the task’s duration and the target audience, taking
into account the abilities of the crowd. This results in a requirements document that goes through
the platform; (ii) the platform makes the task requirements available to the crowd, assigns the task
to the crowd, and intermediates the communication between two parties; and, finally, (iii) the crowd
members who perform the requested task according to the requirements.
The advantage of using global and heterogeneous resources by assigning a task to the public

rather than passing it on to a single company seems to be indisputable to most authors who study
crowdsourcing [14] [43] [25] [23] [42]. Additional advantages include: cost reduction [33], faster
time to market [45], large scale work [23], creative and open innovation [6], and higher quality [2].
Meanwhile, critics to crowdsourcing [25] [14] argue that the per-task payment structure used

tend to abuse of the globally distributed crowd members since there is an extremely low payment
for their labor, i.e., CS might be a form of labor exploitation. This is worse in the competitive CS
model where usually only the author of the winning solution gets paid [25]. Crowdsourcing may
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also displace current crowd members and has the potential to replace some forms of skilled labor
with unskilled labor as tasks are decomposed into smaller pieces recursively [25].

2.2 Software Crowdsourcing
Software engineering also seeks to gain the benefits of open collaboration from crowdsourcing [25]
[36] [39]. Then, software crowdsourcing (SW CS) is defined as the act of engaging a global set of
online crowd members, who provide software solutions or services on demand [3] [45].

Studying SW CS is particularly important because software development tasks are “often inter-
dependent, complex, heterogeneous, and can require significant periods of time, cognitive effort
and various types of expertise” [25]. This is clearly different from typical micro-tasks used in most
CS platforms “that are characterized as self-contained, simple, repetitive, short, requiring little time,
cognitive effort and specialized skills” [45]. Examples of platforms for SW CS include TopCoder,
Upwork, 99design, uTest, and Passbrain [26] [56] [34].
SW CS usually adopts a competitive model in which the requester prescribes the work to be

done by the crowd and later receives the different solutions proposed by the crowd members who
worked individually competing against each other. Competitive SW CS is often anchored in a
monetary reward based on task completion in which only the first ranking competitor receives
the monetary rewards. The competitive approach to SW CS receives much attention in software
development because one of the pioneers platforms, Topcoder, adopts this model. Other SW CS
platforms – Upwork, uTest, and Passbrain – also explore a competitive approach1.

2.3 Collaboration in Competitive Crowdsourcing
In competitive CS, crowd members become rivals and compete against each other. According to
Hutter and colleagues [22], the level of collaboration and mutual support drastically decreases:
crowd members are concerned about their solutions being stolen and, reluctant to exchange
information, and share knowledge. However, Hutter et al. also observed how competition and
collaboration, as extreme poles of individual behavior, might occur at the same time. They show
that people not only compete in the challenges to win the prize, but also to socially interact and
collaborate with other users, e.g., by commenting, giving feedback, and exchanging ideas. In fact,
they found a positive correlation between crowd members competitive and collaborative behavior
and contest outcome, i.e., there are quality improvements in the submitted ideas 2.
Gray and colleagues [16] describe a large study of Amazon Mechanical Turk (AMT) to explore

whether crowdworkers collaborate and, if so, why, how and on what. They adopted an "expansive
definition of collaboration” and show how crowd members collaborate to: (i) manage the administra-
tive overhead associated with crowdsourcing tasks (ii) find lucrative tasks and reputable employees
and (iii) recreate social connections and support often associated with brick and mortar-work
environments. These connections allow crowd members to socialize as well as help each other
complete the actual work itself. These 3 forms of collaboration took place off-platform since AMT
does not provide any feature to support collaboration among crowd workers.
Finally, Tausczik and Wang [46], studied collaboration in competitive crowdsourcing on the

Kaggle platform, a platform that allows either individual or team participation. Kaggle also allows
participants to openly share their solutions with the community during a contest. Tausczik and
Wang [46] suggest that 10% of the studied users shared solutions during the contests, and “that

1The competitive model is not unique to SW CS. Several non-software crowdsourcing platforms also adopt a competitive
approach including 99design, Innocentive, Kaggle, OpenIdeo, and Threadless.
2The contest Hutter and colleagues [22] studied was conducted in two phases, and the crowd chose the best solutions of the
1𝑠𝑡 phase. This scenario hardly happens in SW CS: customers are the ones who select the winning solution.
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participants doing medium well in the contest were the most likely to share code, and that sharing
code improved individual, but not collective performance”.

2.4 Collaboration in Competitive Software Crowdsourcing
In SW CS, only a few studies have focused on collaboration and competitive behavior. Specifically,
Nag et. al[36], Boudreau and Lakhani [5], and LaToza et al. [27] all suggest that when crowd
members collaborate, this has the potential to improve their comprehension about the task goals
and, consequently, the quality of their solutions.
Nag et. al [36] demonstrate the successful applicability of CS for spaceflight software through

an open tournament in the Topcoder platform. In this study, collaboration through online forum
discussions was mandatory to enable participants ask questions about requirements with each
other, add additional detail or reduce ambiguity in the contest specification. In addition to forums,
external collaborative tools were used including source control tools [18], wikis, etc.

LaToza et al. [27] conducted a study where competing designers were given access to the designs
of others and encouraged to use them to revise their own designs. Two separate but parallel
competitions were conducted: one for software architecture design, and one for user experience
design. The competitions were conducted entirely through electronic communication (email and
Dropbox), i.e., without support of a CS platform. Their findings demonstrate the benefits of sharing
solutions in software design to enable participants to borrow ideas and improve their designs.

Finally, Boudreau and Lakhani [5] conducted a field experiment in Topcoder designed to compare
two different situations: (i) intermediate solutions were made available for inspection and reuse
by other crowd members, and (ii) intermediate solutions were not disclosed. The results suggest
that intermediate disclosure of solutions led to 70% fewer solution submissions because choices
of solutions approaches were less independent, i.e., intermediate disclosure led to convergence of
solutions with 30% fewer solution approaches tried. On the other hand, intermediate disclosure
of solutions resulted in efficient reuse, lower costs, and higher performance. Final disclosure of
solutions reduced “groupthink” resulting in independent experimentation with diverse approaches
However, Boudreau and Lakhani[5] warn: “this led to considerable effort devoted to sub-optimal
approaches and overall lesser learning and performance achieved”. These results suggest that
different problems and domains might need different approaches: contexts more adequate for
wide experimentation might use final disclosure of solutions, while contexts that require higher
performance might adopt intermediate disclosure of solutions.

2.5 Comparison with Previous Work
Previous work about collaboration in competitive (software) crowdsourcing draws attention to two
aspects. First, most papers conducted studies in controlled, non-realistic scenarios. For instance,
Hutter et al. [22] and LaToza et al. [27] used their own digital solutions (“platforms”) to support
the collaboration among crowd members. Meanwhile, other authors such as Nag et al. [36], Stol
and Fitzgerald [45], Yang et al. [54] adopted the Topcoder platform. However, they either enforced
collaboration and combined Topcoder with external tools or made changes to the platform to
include additional collaborative features: Boudreau and Lakhani [5], for instance, reported that
they had to work “closely with Topcoder executives and technologists to modify the platform”.

Second, only two papers studied collaboration in competitive CS in realistic scenarios , but none
of them studied software crowdsourcing. Gray et al. [16] studied AMT, which does not provide
collaborative features. Meanwhile, Tausczik and Wang [46] studied the Kaggle platform, which has
the ability to share solutions at the team and community levels. We argue that AMT and Kaggle
can be thought of as extremes of a collaborative-support continuum: AMT provides no support at
all, while Kaggle provides the ability to share solutions. In this paper, we study Topcoder, which
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is located in an intermediate position along this continuum since it only supports online forums
for communication among crowd members. This makes Topcoder an interesting platform to study
collaboration in competitive SW CS.
In summary, our work differs from these previous studies in two ways. First, it describes an

empirical study of software crowdsourcing in a natural scenario instead of an experimental one.
And, second, this scenario is based on a platform located in an intermediate position along the
collaboration support continuum. This platform is described in the next section.

2.6 The Topcoder platform
Topcoder is one of the main platforms for competitive SW CS worldwide [2] [26]. It covers all
phases of the software development lifecycle. Each development task is organized as a challenge
through open competitions. Topcoder allows crowd members to choose to engage in software
development tasks based on their personal skills, experience, and interests [40] [54].
The Topcoder platform has an online community of 1.2 million members from over 190 coun-

tries [48]. The perception of a large crowd with necessary expertise to develop solutions brings
implications for requesters who expect faster time-to-market and high quality [44]. There is also a
negative effect on the crowd’s interest in competitions: a large number of crowd members register
for tasks, but do not submit solutions [45] [55] [54] [41].

In this platform, there is a person who plays an important role in each challenge, (s)he is called
co-pilot. The co-pilot is a customer representative whose role is to help crowd members: through the
online forums, they provide guidance and support for the crowdmembers removing misconceptions,
getting the registered members aware of deadlines, clarifying requirements with the requesters, and
so on [13]. Co-pilots are experienced Topcoder’s community members who manage the technical
aspects of crafting and running competitions through to successful delivery [45]. In some challenges,
crowd members are required to use the forums: for instance, additional information about the tasks
is made available to the crowd members solely through the forums [49].

3 METHODOLOGY
To answer our research questions we adopted a mixed-methods approach combining both quantita-
tive and qualitative data. Specifically, we used an embedded design [12] focusing on the messages
exchanged in Topcoder’s online forums and the crowd members who authored these messages.
Topcoder online forums are created for each specific challenge to support the communication
among the challenge participants: crowd members and the co-pilot(s). We collected and analyzed a
total of 557 messages sent by crowd members in 25 forums associated with challenges from the 2
busiest months on TopCoder [15].
The qualitative analysis of the data allowed us to classify the messages sent by the crowd

members in different subjects associated with the challenges. This information was combined
with a classification of each crowd member based on his/her performance in the challenge or on
the number of messages (s)he sent in the forums. Then, we conducted a quantitative analysis,
using chi-square tests, to compare the collaborative behavior of crowd members according to their
performance. After that, a new qualitative analysis assessed in more details the messages sent by
crowd members. The following sections will details our approaches for data collection and analysis.

3.1 Data collection
3.1.1 Criteria for selecting Coding Challenges. From several development challenges, or tasks,
hosted on Topcoder, we initially selected a group of 25 challenges for analysis. Our selection was
based on the criteria described on Table 1.
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Table 1. Summary of Challenge Selection Criteria

Category Metrics Description

(i) Active period of analysis Between July and Au-
gust 2017

Tasks available and open for registration
in the period.

(ii) Number of registrants 15 Number of crowd workers who applied for
a task.

(iii) Financial reward $500 Task budge. The value the task requester
is willing to pay

(iv) Task phase Registration and sub-
mission

Indicates the task status (registration, sub-
mission, review)

(v) Task challenge Development Chal-
lenges

Indicates the challenge area (design, devel-
opment, and data science)

(vi) Task category Code Captures the different task categories (con-
ceptualization, design, coding, etc.)

Total 25 Challenges Total of challenges during the period (July
- 9 tasks, and August - 16 tasks)

The first criterion was based on Dubey’s et al [15] study, in which July and August were reported
as the two months with the highest number of tasks posted on Topcoder. We have also restricted
our sample to tasks with at least fifteen registrants in the challenges and with a minimum financial
reward of USD 500. Criteria (ii) and (iii) were used to make sure the analyzed challenges attracted
developers and, therefore, had discussions in their forums.
Topcoder has different categories and subcategories for participation in SW CS challenges,

including algorithm marathons, design, data science, and development. In this study, we focused
on "Development" challenges (item v) and the "Code" task category (item vi) during the registration
and submission phases (item iv). This allowed us to focus specifically on programming challenges,
arguably, the most important ones in TopCoder.

3.1.2 Selected Coding Challenges. After applying our criteria, we selected 25 coding challenges.
The list of analyzed challenges is presented on Table 2. We refer to the 9 challenges that took place
in July 2017 as DJ1 to DJ9, while the 16 challenges from August 2017 as DA1 to DA16.

We colleted 1,053 messages from these 25 challenges: 496 sent by co-pilots and messages sent by
crowd members. These messages were sent by 120 different people: 11 co-pilots and 109 crowd
members. We restricted our analysis to messages sent by crowd members since we wanted to
understand how they collaborate.

Table 2 shows that a high number of crowd members register to have access to the information
about the challenge 3. However, a significant smaller number of crowd members do send messages
in the online forums. At the end of the challenge, a smaller number of crowd members submit
solutions. In fact, in a few cases (challenges DJ2, DJ3 and DA3), only one solution was submitted.
This will be discussed in the next section. In contrast, seven crowd members submitted their
solutions to challenge DJ6. This result is consistent with previous studies indicating a high number
of quitters in SW CS platforms [54]. Finally, it is possible to notice that for all 25 challenges, a first
and second prizes were awarded, and in three cases (DJ6, DJ9, and DA11) a third place prize was
also awarded.

3Including the first author who had to register to have access to the forums.
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Table 2. Message and crowd members information about the challenges

Challenge Members in
the forums

# of submitted
Solutions

# of Messages C1 C2 C3 W1 W2 W3

DJ1 5 5 102 21* 16** 16* 16 10 -
DJ2 5 1 21 4 3 3 1 - -
DJ3 14 1 60 15 6** 4 6 - -
DJ4 3 2 18 6 3** 2** 2 3 -
DJ5 4 3 43 7 7** 6* 0 7 -
DJ6 8 7 23 11* 7 4 0 0 0
DJ7 3 2 8 1** 1** 1* 1 1 -
DJ8 13 4 76 7** 7 5* 7 2 -
DJ9 3 3 19 4** 2** 2 2 4 0
DA1 6 4 35 10 5** 1* 0 5 -
DA2 6 3 115 41** 9* 4** 41 4 -
DA3 7 1 71 12** 11 3 12 - -
DA4 3 2 27 10** 2** 1 2 10 -
DA5 2 2 7 2 1 - 0 0 -
DA6 7 3 47 10** 5 3 10 0 -
DA7 5 4 32 8* 4* 3 1 - -
DA8 3 3 22 5** 4** 4 4 5 -
DA9 4 4 29 10** 4** - 10 - -
DA10 6 3 22 8** 1** 1* 8 1 -
DA11 7 3 36 7** 5** 3** 3 5 7
DA12 0 2 2 - - - 0 0 -
DA13 43 3 122 21** 5** 4* 21 5 -
DA14 2 2 35 12** 7** - 7 12 -
DA15 13 2 53 15* 2** 1 2 - -
DA16 6 3 28 5** 4** 1 5 4 -
TOTAL 178 72 1053 252 121 72 161 68 7
AVE. 7.12 2.88 42.12 10.05 5.04 3.42 6.44 3.77 2.33
MIN. 0 1 2 1 1 1 0 0 0
MAX. 43 7 122 41 16 16 41 12 7

To answer RQ3, our initial plan was to analyze all 25 challenges. However, given the fact that
some challenges had a very low number of crowd members who sent messages in the forum (e.g.,
DA5 with 2 crowd members only), we restricted our analysis to forums where at least 5 different
members posted in the forums. This resulted in the analysis of 15 challenges only for RQ3.

Finally, we developed a tool just to extract the data from the forums. Using this tool, we extracted:
(i) date and time of each message, (ii) thread information, (iii) message sender, (iv) message recipient,
and (v) the message itself. All the data was exported as a spreadsheet for later analysis.

3.2 Data Analysis
3.2.1 Content Analysis of the Messages. Initially, we read the content of each message and based on
the interpretation of this content, we assigned codes to them [11]. Coding was conducted between
December 2017 and February 2018. We decided to use codes that emerged from the analysis of
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the messages in the forums, i.e., we did not have any preconceived notion of the content of the
messages nor used any theoretical framework during the coding process. For each forum’s message
the first and second authors read and coded it separately. Then, they reviewed together every single
message and code to reach an agreement about the final categories and topics to be used. The other
authors then reviewed the resulting coding scheme.

We used two types of codes: categories and topics. Categories grouped concepts together under
a more abstract high-order concept to explain what was happening when the crowd members
exchanged messages via forum. For instance, a co-pilot was making a public announcement, crowd
members were reporting problems, a crowdmember was sharing a tip, etc. Definitions and examples
of all categories are presented on Table 3. Meanwhile, topics were defined at a level of detail that
could allow us to understand which subjects crowd member were communicating about during the
challenges including, requirements, libraries, output, access, etc. Table 4 presents the definitions
and examples of all topics.
Using categories and topics, we could identify the purpose of each message. For instance, that

it was reporting a problem in the requirements document, or that it was an invitation request to
gain access to a repository. In total, 10 categories and 11 topics emerged from the analysis of the
messages, and each message was classified according to a topic and category.

Table 3. Definition and Examples of Categories

Category Definition Example

Public Announcement Informative aspect about
the task addressed to all
registered competitors

“[. . . ] The purpose of this document should
be to train the ML system to identify data
in the schedule.”

Tips Spontaneous suggestion
to solve a certain prob-
lem

“But just a heads up, the numerical prob-
lems aren’t free from errors, you better
have a calculator nearby”

Help Request and An-
swer

Request for someone to
help the crowd member
to deal with something

“All sections of the specification document
seem to have a good purpose, except sec-
tion 9.3. Should we use the formulas in sec-
tion 9.3? How?”

Confirmation Request
and Response

Question to check and
ensure the understand-
ing of something related
to a given topic

“It should cover entities and their fields.
Also it should cover restrictions and data
types for fields, right?”

Invitation Request and
Response

Request to be invited to
have access to a resource:
a certain file, a reposi-
tory, or a private key

“add me to [...] doesn’t work now – [...]
gitlab handle: [...] please Invite me to [...]
project username: [...] email: [. . . ]”

Identified and Response
Problem

Informative message
that characterizes a
problem or mistake
associate with the task

“[. . . ] I’m experiencing the same problem,
and I don’t remember having that prob-
lem when I ran the code then. Don’t really
know what it could be though...”
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Table 4. Definition and Examples of Topics

Topic Definition Example

i - Access Access to code reposito-
ries, platform, data, or
private key

“Is it possible to get access to the ios repository?
trying to figure out the authorization workflow”

ii - Library Technical aspect of
libraries, frameworks,
APIs, code compo-
nents, plug-ins and
development tools

“Do you really need D3JS here? Why don’t you
want just render svg elements using the standard
ReactJS?”

iii - Connection Issues that involved lo-
gin/password failure

“Can you provide sample user name and password
for connect app, since it is redirect to [. . . ]”

iv - Deadline The established deadline
for the delivery of solu-
tions

“Is it possible to provide an additional extension
of just 24h? I am definitely going to submit this”

v - Inputs Input variables and pa-
rameters of the tasks

“Yes, we’ve been discussing the metal nu parame-
ter, so if it’s not used in the metal calculation, it
can be an optional parameter.”

vi - Style Formatting styles details
related to the solution
user interface / frontend

“Try to wrap the content of _reset.scss into :global
wrapper, cause wherever you import styles [. . . ]”

vii - Processing Compilation of code or
execution errors in the
solution and/or associ-
ated servers

“I’m having some trouble with my android studio
and i am not able to build the app.Will work at it.
Thanks for the help.”

viii - Require-
ments

Technical and functional
requirements specifica-
tion.Might include differ-
ent artifacts

“All sections of the specification document seem
to have a good purpose, except section 9.3. Should
we use the formulas in section 9.3? How? (It
seems the equivalent engineering constants are
not needed.)”

ix - Output Output variables of the
tasks and solutions

“To clarify, do you mean that we should output a
txt file containing data in the format of the sample
file?”

x - Scorecard Relevant scores for the
classification of the solu-
tion

“I appreciate that there’s a custom scorecard for
this challenge [. . . ]”

xi - Units Unit measures of a given
input/output variable

“It seems that they are considering a ton = 1000
Kg, i.e. ton = tonne [...]”

3.2.2 Classifying Crowd Members. In addition to coding the messages sent by crowd members, we
also classified the crowd members in different ways. Table 2 presents this information. It indicates
that the forums are somewhat active with high number of messages, but there is a small number of
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crowd members who actually send messages. To be able to capture this information we decided to
label crowd members as Cn where n indicates the total number of messages sent by the member
relative to other members in the challenge. That is, C1 is the member who sent the largest number
of messages in the forum, C2 is the member who sent the 2𝑛𝑑 largest number of messages, and so
on.

Table 2 also indicates that a large number of crowd members had registered for tasks, but did not
submit solutions. This has been reported by other authors before [45] [55] [54] [41]. In fact, to reflect
the different levels of crowd members’ participation, Yang and colleagues [54] propose a three-
level crowd members classification: Quitter, Submitter, and Winner. Quitters are crowd members
who did not submit a solution to a task. Submitters are crowd members who have submitted a
solution, but did not win the competition. Finally, Winners are the crowd members who actually
won a competition. In short, we classified all crowd members according to the outcome of their
participation in the challenges. This information was available to all registered members when the
challenge ended. After that, we classified crowd members asWn, where n is associated with the
final ranking of the member in the challenge: W1 is the member who won the 1𝑠𝑡 prize reward,
W2 is the member who won the 2𝑛𝑑 prize, and so on. Note that all analyzed challenges have a W1
member, but not all have W2 or W3 members.
Finally, Table 2 presents information about the classification we used: the number of messages

sent by C1, C2, and C3; and W1, W2, and W3 in each challenge. Cells marked with (*) represent
crowdmembers who are submitters, while cells marked with (**) indicate members who are winners.
For instance, in the challenge DJ8 the crowd member who sent more messages (C1) was also the
winner of this challenge (7**), while C3 also submitted a solution (5*) and C2 did not submit a
solution (7). Cells with (-) in columns W1, W2 or W3 indicate that there was no winner in this
position even when solutions were submitted. This happened, for instance, when the requester did
not approve the submitted solution. Cells with 0 (zero) in columns C1, C1 or C2, etc, indicate that
the winner member did not send messages in the forum: there were 5 cases out of 25 challenges in
which this happened.

Note that challenge DA12 is an outlier: no messages were exchanged by the crowd members,
only the co-pilot used the forum. The two winning submissions (W1 and W2) for this challenge
were from members who did not send messages on the forum.

4 EMPIRICAL RESULTS
4.1 Collaboration among software crowd members - RQ1
Our first research question is: "[RQ1] Do software crowd members collaborate in natural settings?"
Our results indicate that in these settings, crowd members show a collaborative behavior by answer-
ing questions and helping each other to understand task instructions, sharing useful information
about technical and operational issues, and by discussing task requirements, among other aspects.

4.1.1 Messages exchanged by Crowd Members. According to Figure 1 the topic “Requirements” is
the one most discussed by crowd members with 159 messages. Most of these messages were about
the category “Confirmation Request" followed by "Request(s) for Help". Overall, these messages
seem to indicate that there are problems (inconsistencies, ambiguities, missing information, etc)
in the task documentation. This Figure also indicates that the category “Confirmation Request”
has the largest number of messages (171). Again, this category represents a question to check and
ensure the understanding of the crowd members on a given topic, mostly the Requirements of a
task. However, there also are confirmations about other topics (Libraries, Processing, etc).

It is also important to note on Figure 1 the relatively high number of “Confirmation responses”
(65): more than 1/3 of the “Confirmation Requests”. Again, it is important to remember that these
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are answers to the questions posted by crowd members, which illustrates how members collaborate
using in the online forums.

In addition to “Confirmation Requests”, crowd members do also send several “Request for help”
(128). By analyzing the topics of these messages, one can note that these requests are, mainly, to
obtain help about the task’s requirements, something expected. Although in a significant smaller
scale than requirements, requests for help are also about access to repositories, libraries used to
create the solutions, and the processing that runs in the solutions among other topics. In short, one
can notice 27 messages from other crowd members answering requests for help: a collaborative
behavior observed in a natural setting despite the competition.

The third highest number of messages per category is associated with "Invitation Requests" (71).
These requests have a small number of answers (4), which is expected since the large majority of
them (70) are about accessing repositories and tools which is a co-pilot responsibility [13].
The next largest category is "Identified Problems" (51), which are about the following topics:

the expected execution of the solution (Processing), Requirements and Access to repositories and
tools. These are, again, aspects managed mostly by co-pilots which explains the small number (7)
of Problem Responses posted by crowd members [13]. Another explanation for the large difference
between the number of requests and answers is because, in some cases, several crowd members
provide information that is addressed by a single post from the co-pilot. In fact, we analyzed the
messages sent by co-pilots and confirmed that most questions not answered by crowd members
are answered by co-pilots [13]. However, this is out of the scope of this paper.

Fig. 1. Classification of the messages sent by the crowd members

Finally, Figure 1 indicates that crowd members do send "Public Announcements" (20) and share
"Tips" (10) with each other. In both cases, they are sharing useful information about the task that is
beneficial to other members. While Public Announcements are usually about the Deadline, Tips
range from Processing to Access.

4.1.2 Examples of Collaboration among Crowd Members. Figure 1 presented an overview of the
collaboration that took place among crowd members. Below, we will present quotes that illustrate
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how crowd members help each other, share useful information, and discuss documents associated
with the task.

Crowd members helping each other. The first example describes a message exchange between
three crowd members in which member A sends a request for help about the requirements. Member
B answers that request, and complements that by providing a tip to member A. Member C also
answers the request and helps member A.

Member A: "According to the spec, the value of Symmetry is only used for printing
"SYM" in some files. Is there another use for ’Symmetry’? I think so. Besides this, as
[co-pilot name] said for symmetric materials, [long description here] So I repeat my
question: Is there another use for ’Symmetry’?"
Member B: "I think we can safely ignore the sample files and use the pdf. I have
validated my code against [short description here]. Hence i think we can ignore the
symmetry property except for printing "SYM" as necessary."
Member B: "But just a heads up, the numerical problems aren’t free from errors, you
better have a calculator nearby:)"
Member C: "Yes. It’s used to calculate" [very long description here].

Crowd members sharing useful information. During the data analysis we observed that some
crowd members voluntarily shared information that could benefit other competing members. For
instance, the following quote illustrates a situation in which the winner member (B) describes
his/her trade-off analysis in response to a quitter’s request (Member A).

Member A: "I’m not sure about the pros/cons. Later, we’ll use the response to serve
the user a login page and then reprocess the request after authentication."
Member B: "Pros: 1. This is a standard pattern. All the unauthorized calls has to
be stopped at Gateway layer. Here only authentication/token validation only will be
performed. [Other pros here] Cons: Not able to think of anything. Reg: Login page use
case 1. If the caller is invoking webservice/REST service, [short description here] Hope
it helps to make decision. Thanks"

The next example – from a different challenge – illustrates an additional message that we
classified as Tip being shared by crowd members:

Member D: Unless storage is not a problem, changing this to VARCHAR instead of
CHARACTER will make use of less space.

Crowd members discussing documents. Below, we present an example when a crowd member (D)
inquires the co-pilot about how to handle a specific part of the requirements document. However, a
different crowd member (C) answers the question before the co-pilot.

Member D: "[co-pilot username], could you tell me how i can verify the calculations
of the engineering constants defined in section 9.3? The other pdf on laminate analysis
doesn’t seem to have anything related to this."
Member C: "In this challenge, [a very detailed answer here] At last, you can calculate
Clam and Laminate Properties".

In the following example a quitter (member A) and a winner (member B) engage in a long
discussion about the document “Challenge Overview.” This document is cited by the quitter in
his/her replies to the winner. Eventually, the co-pilot joins the discussion to finish it by agreeing
with the winner:

Member A: "Is there a test server we can use for LDAP authentication? If not, how
are we supposed to access the LDAP server ...?"
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Member B: "It seems you made a wrong question here, this challenge is about proxy,
it is not that "LDAP Service" challenge."
Member A: "I might have misinterpreted the scope, but I thought we should rewrite
the headers based on LDAP information [description about documentation here].
Member B: "That is just overall info about the whole project. In this challenge, I don’t
think we need to touch the LDAP."
Member A: "From Challenge Overview: [description of challenge overview here]
Could somebody please clarify what we should do here? e.g.: - access an LDAP server -
mock the LDAP request - just add some hardcoded headers - or something else"
Co-pilot: "[Winner username] is correct here. We are looking for a proxy POC, and
it doesn’t need to do anything related to LDAP for now. That will be integrated in a
future challenge."

In summary, the analysis of Figure 1 and the previous quotes show that the communication
among crowd members using the online forums allows them to collaborate when working in a
challenge. They collaborate by helping each other, sharing information and discussing important
documents. This happens despite the fact that they are all competing for the financial reward.

4.2 Difference in Collaborative Behaviors - RQ2
We answer our 2𝑛𝑑 research question by describing the results of the analysis of what different
members communicated about, i.e., the categories and topics of their messages. This is done using
the winners, submitters, and quitters classification and is presented on Figure 2.

Fig. 2. Classification of the messages sent by the Winner, Submitters andQuitters

4.2.1 Different Types of Crowd Members Discuss Different Things. Figure 2 shows that both winners
and submitters discuss mainly topics associated with Requirements (Confirmation Requests, and
Requests for Help). Specifically, Requirements are about 37% of winners’ and 29% of the submitters’
messages.Winners also discuss the Libraries (15%) to be used in their solutions; while submitters also
discuss the Output (15%) of their solutions – closely followed by the Processing (14%) implemented in
their solutions. Meanwhile, quitters mainly send messages associated to Access (43%) to repositories,
sites, tools, etc and, then, about Requirements (19%). One should also note that the number of
messages about Access from Quitters is more than 2x higher than the number of messages about
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Requirements. This seems to suggest that quitters face more difficulties in accessing the repositories
and tools required to develop solutions to the challenges.
A chi-square test of independence showed that there was a significant relationship between

the performance in the challenge (Winner, Submitter, or Quitter) and the topics discussed in the
online forums: 𝜒2 (10, 𝑁 = 460) = 135.37, 𝑝 < 0.00001. In other words, Quitters are more likely
than Submitters and Winners to send messages about Access and less likely to send messages
about Requirements. Winners are more likely to send messages about Libraries than Submitters
and Quitters. Finally, Submitters are more likely to send messages about Output than Winners and
Quitters4.
We also computed with whom the crowd members communicated: whether co-pilots or other

members. The results are reported on Table 5. In general, winners do send more messages to other
crowd members than to co-pilot(s), while submitters and quitters are the opposite, i.e., they send
more messages to co-pilot(s). This Table also illustrates whether crowd members asked or answered
questions, or sent other messages5.

Table 5. Analysis of Messages

Winners Submitters Quitters

Asked Question 70.8% 69.4% 51.8%
Answered Question 20.4% 24.5% 12%
Neither asked / answered 8.8% 6.1% 36.2%

Messages to crowd 55.4% 38% 39.3%
Messages to co-pilot 44.6% 62% 60.7%

A second chi-square test of independence for the data from Table 5 showed that there was a
significant relationship between the performance in the challenge (Winner, Submitter, or Quitter)
and their behavior regarding asking, answering questions or sending other messages: 𝜒2 (4, 𝑁 =

554) = 69.84, 𝑝 < 0.00001. That is, Winners and Submitters did ask and answer more questions than
Quitters. Meanwhile, Quitters send more messages that could not be classified as neither questions
nor answers. This result illustrates how distinct members exhibit different collaborative behaviour.

4.2.2 Examples of Messages according to Types of Crowd Members. In the previous section we could
conclude that winners, submitters and quitters all discuss Requirements with different priorities. In
second place, Winners discuss Libraries used to implement their solutions while Submitters discuss
the Processing and the Output of their solutions. Meanwhile, Quitters discuss mainly Access (to
repositories, tools, etc). In this section, we will present one or two, among several examples we
identifed, of these messages.

Winners discuss Libraries. In the following quote there is a question addressed to, and answered
by, the co-pilot. It is important to notice in this quote how the Winner provides technical a rationale
(they are compatible) for using one library instead of the other:

Winner: "can we use ObjectiveC frameworks for JWT generation? Note that Swift
and Objective-C frameworks are api compatible: swift frameworks still have c headers

4We focused on the analysis of the following topics: Requirements, Access, Library, Processing, Input and Output.
5In this case, Asked questions are the following categories: Request for help, Confirmation request, and Identified problem.
Answered Questions are composed by the following categories: Help answers, Confirmation response, and Problem response.
Finally, Neither asked / answered are Tips, Public announcements, Invitation requests, and Invitation responses.
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anyway, so there’s no difference to the app, it’s still a separate module and no bridging
occurs
Co-pilot: "Yes, that’s fine."

Submitters discuss about Processing and Output. The next example describes two Submitters
discussing the expected output of the challenge solution. They are helped by the Winner of the
challenge who reminds them that their proposed approach is not appropriate.

Submitter A: "If we see the specifications, we clearly see a space between MATID and
E1 and between MATID and t; however [long description here] In conclusion I think
there should be spaces and it doesn’t mean having more than 72 characters per line."
Submitter B: "For the ABAQUS output file, the spec mentions [short description here]
Since these are not mentioned at any other point in the spec, is it ok to go ahead
[question about how to proceed here].
Winner: "Suppose you are writing a program reading this line. You know that each
field will take 8 digits. What will you do? [proposion solution here] But we should not
add spaces. This is definitely against the spec and the rules."

Quitters discussing Access. Finally, according to Figure 2, quitters mostly send Invitation and
Confirmation Requests to have Access to shared documents, code repositories, etc. In this case, it is
important to notice that the communication regarding the topic "Access" involves the co-pilot who
is the person responsible for granting access to the repositories.

Quitter A: "Dear co-pilot, Please re-check to add my handle = [user] 404 not found
now."
Co-Pilot: "See here – [link] You would have received an invite mail from Github. Please
make sure to check your spam folder."
Quitter A: "Please resend invite for me. I also check on Spam and All Inbox folder. I
see nothing. Sorry!"
Co-Pilot: "I added [user] again"
Co-Pilot: "Please find the API documentation attached. The login credentials are
mentioned in the first page."
Quitter B: "Hi, is there a generic account available for accessing the API?"
Co-Pilot: "I responded on this thread with the login info – [link]"
Quitter C: "Can you provide the original public certificate [short description here]
Co-Pilot: "I will ask the client if they can provide it. But the Android implementation
was done without requiring this so I’m not sure if it’s really needed."
Quitter C "I just found that token cannot be obtained without trusted certificate [short
description here] Can you provide it?"
Winner: "FYI 3 is incorrect assumption"
Co-Pilot: "[Winner username] is right here. I’ve responded on your other thread
regarding the same as well."

4.2.3 Different Types of Crowd Members Discuss Differently. A different point we observed during
the qualitative analysis of our data is that not only the different types of crowd members discuss
different things, but they do so in different ways. For instance, the quote from the previous section,
in addition to illustrating Quitters discussing about Access, illustrates that Quitters often ask for
information that was already made available to them. For instance, the conversation between the
co-pilot and Quitter B. We observed similar situations in other challenges, but all of them associated
with Quitters.
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Another difference we observed between the messages from Winners / Submitters and Quitters
is the following: Quitters ask very simple questions, while Winners and Submitters ask, and answer
long and detailed questions. An example of a complex discussion between Submitters and Winners
was presented previously when we discussed how Submitters discuss more often about Processing
and Output. In contrast, we present a quote from a Quitter discussing the Output of his/her solution
using very simple questions:

Quitter F:" ’Re-Send Invitation Code’ link also needs to be removed, correct? Also can
we delete the code or only comment for later use?"
Co-pilot:"Please keep it for now - no action needed on it"
Quitter F: "So remove the text box , but keep the link correct ? Also the related source
code needs to be removed or commented out?"
Co-pilot: "Remove the text box and keep the link. Remove any code related to textbox."

Finally, below we present a quote from a Quitter discussing about a Library that (s)he would like
to use to implement the required feature in the challenge. However, the co-pilot explains that (s)he
needs to implement this feature as a new service on top of the current libraries.

Quitter: "We want to add a new Outage service to the base libraries that, given an
account number, returns the outage details, if any." Is there a particular library we have
to use for this or is this already a service that exists in the codebase?
Co-pilot: "You will implement the outage service as a new service in the base libraries,
similar to CXP, Einstein, etc..."

In summary, our quantitative results present evidence that Winners, Submitters and Quitters
discuss different topics in the online forums. In addition, Winners and Submitters ask and answer
questions more often than Quitters. Meanwhile, our qualitative results suggest that they discuss
these topics differently: while Winners and Submitters ask and answer detailed questions, the
Quitters mostly ask and answer very simple ones.

4.3 Collaboration and Task Outcome - RQ3
Our third research question is about the relantioship between crowd members’ collaborative
behavior and their outcome in the challenges. Since Topcoder supports limited collaboration by
providing online forums asssociated with each challenge (see Section 2.6), we modelled crowd
members collaborative behavior as a function of the number of messages they sent in these forums:
C1 is the crowd member who sent most messages, C2 is the member who sent the 2nd largest
number of messages, and so on (see section 3.3.1). In other words, we explored whether crowd
members who were winners of the first, second or third prizes (W1, W2, and W3) were also the
ones that sent more messages in the forum (C1, C2 or C3).

4.3.1 The Collaborative Behavior of Winners. The results of our analysis are presented on Table
6. In 2 of the 15 (13.3%) analyzed challenges winners (W1) did not send a single message. Out of
the 13 remaining challenges, we noticed that the winner (W1) is the crowd member who sent the
largest number of messages (C1) in 8 cases (61,53%) . This Table also presents this analysis for "C1
or C2", "C1 or C2 or C3", and, finally, for "C4 to Cn". In only 2 out of 13 cases (15.38%) the challenge
winner (W1) was not among the top 3 crowd members who sent more messages.

Out of the 15 challenges we analyzed, only 10 awarded the 2nd place (cell W2, Number of
Winners on Table 6). Again, in 2 of these 10 challenges (20%), the winners (W1 OU W2) did not
communicate at all in the forums. In 50% of the challenges, W2 was either C1 or C2, while in 60%
of the challenges (6 out of 10), W2 is part of the top-3 communication group (C1, C2 or C3). In the
other 2 challenges (20%), W2 was not part of the top-3 communication group.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. GROUP, Article 220. Publication date: July 2021.



220:18 Leticia S. Machado et al.

Table 6. Communicating in the Forums and Winning Challenges

# of Winners /
Members

Zero Messages C1 C1+C2 C1+C2+C3 C4 to Cn

W1 15 13.3% 61.53% 73.33% 80% 15.38%
W2 10* 20% 0% 50% 60% 20%
W3 2** 50% 50% 50% 50% 0%

Submitters 23 43,47% 17.39% 21.73% 47.82% 13.04%
Quitters 37 0% 10.81% 18.91% 29.72% 40.4%

*Five of the 15 analyzed challenges did not have a W2 winner.
**Thirteen of the 13 analyzed challenges did not have a W3 winner.
Note: Cell (W1, C1) indicates that the winner is also the crowd member who sent more messages
in the forum. Cell (W1, C1+C2) indicates that the winner (W1) is either the member who sent the
most (C1) or the 2nd most number of messages (C2). Accordingly, cell (W2, C1 + C2 + C3) indicates
that the second prize winner (W2) is among the top-3 members who sent most messages.

The last observation about the winners is that only 2 out of the 15 analyzed challenges rewarded
third places (W3). In this case, the winner of the 3rd place (W3) is the crowd member who sent
more messages in the forum (C1) in 1 case (50%) and, in the other 1 case the winner did not sent
messages at all in the forum.

4.3.2 The Collaborative Behavior of Submitters andQuitters. The second part of Table 6 describes
an analysis for Submitters and Quitters similar to the one just described about Winners. The focus
was to check whether more collaborative members (C1, C2, or C3) do or do not submit solutions,
i.e., whether they are Submitters or Quitters.

Results indicate that in 13.04% of the challenges, submitters were part of the crowd members who
did not send more messages (cell Submitters, C4...Cn). This number rises to 40.4% of the challenges
when crowd members are Quitters (cell Quitters, C4...Cn). Table 6 also indicates that in 47.8% of the
cases, the members who submitted their solutions to the challenges were among the top 3 members
who sent more messages (cell submitters, C1 or C2 or C3). This value, 47.8%, is almost half of the
same value for Winners (80%). For Quitters, this value is even lower 29.72% (cell quitters, C1 or C2
or C3). These results suggest that collaboration is associated with crowd members winning and
submitting their solutions to the challenges in which they were registered and thus, competing
for the best solution. Finally, one should note that the total of 37 Quitters all communicated in
the forums (see cell Quitters, Zero Messages). This suggests that they seems to be interested in
participating in the challenges, although they were not even able to submit a solution.
Overall, our analysis of the Winners suggests that, at least, 50% of them in any category (W1,

W2, or W3) are either the crowd members who send the highest (C1) or the second highest (C2)
number of messages in the forums. By contrast, the amount of Submitters and Quitters who send
the highest number of messages (C1) is relatively small (17.39% and 10,81% respectively). When
taking into account C2, these numbers raise a bit to 21,73% and 18,91% respectively. Note also that,
for all rows (except "C4 to Cn") the Winner values are higher than Submitter values, which are
higher than the Quitter values.
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5 DISCUSSION
5.1 Answering our ResearchQuestions
Previous work has revealed that crowdsourcing involves significant communication and collabo-
ration among crowd members [25]. Examples range from volunteers writing articles together on
Wikipedia [50] [7], collaborative translation on Mechanical Turk [24] and supporting disaster relief
efforts [6]. Specifically, in competitive crowdsourcing, collaboration also exists [22] [5] [27] [16]
[46]. However, these studies have either been conducted in controlled settings [22] [36] [27] [5] or
focused on extremes of a collaborative-support continuum: [16],[46]. Our empirical observations
complements these previous works by describing a study conducted in a natural setting and by
focusing on a competitive software CS platform that is not at the extremes of this continuum. In
the following paragraphs we answer our three research questions.
Our 1𝑠𝑡 research question presents evidence that collaboration does occur in natural settings.

We observed members asking and answering questions, sharing useful information, discussing
documents, and so on. In some cases, crowd members even answered requests addressed to the
co-pilots before them. This result is similar to LaToza’s et al. [29] where UX designers, despite
competing against each other, individually wished to see more opportunities for collaboration.
By answering our 2𝑛𝑑 research question we conclude that varied crowd members – winners,

submitters, and quitters - communicate about different subjects. The overwhelming number of
messages about Requirements suggests that the associated documents that describe a task are not
enough to allow a crowd member to develop his/her solution. This result supports the concern
in SW CS projects about problems on documentation [45] [29] [32]. Furthermore, it indicates the
important role of co-pilots facilitating the communication in these challenges, which is something
that has been reported by other authors [13].
Our 3𝑟𝑑 research question suggests an association between collaborative behavior and perfor-

mance: winners were usually the ones who sent more messages. This means they seem to be more
likely to collaborate even though they are in a competition. In contrast, Tausczik and Wang [46])
report that the members less likely to collaborate were the ones performing the very best. However,
in the platform they studied, rankings were displayed publicly during the contests. Meanwhile, in
Topcoder there are no public rankings for the challenges; there is only information about members’
ranking in the platform overall. Therefore, it is possible that winners engage in collaborative
behavior because they are not aware of how other crowd members are performing.

5.2 Revisiting Previous Work
Crowdsourcing studies in other domains (e.g., LED design [22] and predictive modeling [46])
observed that some individuals work solely competitively, while others work competitively and
collaboratively. Tausczik and Wang [46] reported that about 10% of their subjects worked com-
petitively and collaboratively. Our study identified a similar result: some crowd members did not
engage in collaboration in the forums, while others were very collaborative. Based on the number
of registered crowd members and the number of members who participated in the forums (see
Table 2), we estimate that about 19.69% of the crowd members in the challenges we studied had a
collaborative and competitive behavior. Our result is in line with Tausczik’s and Wang’s results.

Previous studies about collaboration in competitive crowdsourcing have reported mixed results
regarding the benefits of collaboration in individual and community-level performance. Boudreau
and Lakhani [5] suggest that collaboration early in the challenge increased collective performance,
but reduced individual performance. Meanwhile, Tausczik and Wang [46] reported that “individuals
performed better in the short-term and long-term when they collaborated, but that there was no
association between collaboration and community level performance”. In our study, we did not take

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. GROUP, Article 220. Publication date: July 2021.



220:20 Leticia S. Machado et al.

into account quantitative data to study community level performance (e.g., the number of submitted
solutions per challenge). However, based on our qualitative data, we conjecture that collaboration
positively influences collective performance: for instance, when a crowd member shares his/her
analysis of the pros and cons of a particular scenario, other crowd members can use this analysis to
improve their own solutions. This hypothetical result, increased collective performance, is similar
to what has been empirically reported by Boudreau [5]. As for individual performance, our results
are in line with Tausczik [46] because we identified an association between individual performance
(through the outcome in the challenge) and collaboration (through the number of messages sent):
the winners of the challenges were often the more collaborative crowd members.
An association between collaboration and performance has been recognized in the software

development literature before. Cataldo and colleagues [8], while studying a non-competitive scenario,
showed that the most productive developers are the ones who communicated with whom they
have code dependencies, i.e., they align their work with the “right people”. Our results provide an
initial evidence that collaboration also plays a role in competitive scenarios, since we also identified
an association between collaboration and performance. Furthermore, our answer to RQ2 suggests
that members with different performance discuss different subjects in the forums. In other words,
while in non-competitive SW development the most productive developers collaborate with the
“right people”, in competitive software crowdsourcing the members who obtain the best results
seem to collaborate about the “right subjects”.

It is important to mention that we did not observe instances of socialization messages, something
fairly common in online communities. This result is in sharp contrast to Gray et al’s [16] who
identified that crowd members used additional tools to collaborate and address “unmet social and
technological needs posed by the crowdsourcing platform.” This might be explained by the fact that
crowd workers have a very limited time to work on the challenges (about 5 days). Another possible
explanation is the fact that Topcoder has a global forum, which is independent of challenges, where
such socialization might happen. A third possible explanation is based on the observation that
crowd members do not remain idle at the end of competitions, i.e., they come and go over time [45]
[44], so perhaps this socialization indeed does not happen. Further research in this topic seems
necessary to explain this result.
Finally, our study focuses on community-wide collaboration [46] in which crowd members

are part of the same temporary online community and help each other, share useful information,
discuss documents, etc. In this paper collaboration is not associated to working towards a shared
goal, which would imply in two or more interdependent actors who would need to coordinate their
individual activities to successfully reach this goal [30]. In fact, in our analysis of the forums, we
did not observe instances of coordinated efforts: for instance, two crowd members planning to use
different approaches and later on discussing their individual results. This does not mean this is
not possible, or that this does not take place. This only means that the forums that we analyzed
did not have examples of such coordinated efforts. Previous work [16] suggest that whenever the
collaborative features in the crowdsourcing platform are not satisfactory, crowd members use
different tools to achieve their goals.

6 DESIGN IMPLICATIONS
Our results suggest that despite the limited support for collaboration available in the Topcoder
platform, crowdmembers do collaborate and this collaboration is beneficial for them.We believe that
software crowdsourcing platforms could leverage different mechanisms to make forum posts easier
to use and more useful, and by doing so, improve crowd members experience with the platform as
well as co-pilots’ work while conducting the challenges [13]. For instance, a SW CS platform could
detect the issues being discussed and label them accordingly: if a message mentions sections of
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the requirements documents, or links to external repositories or libraries a system could label the
message as Requirements, Access and Libraries, respectively. These labels could be made available
to crowd members facilitating the process of finding relevant and timely information in the online
forums. In fact, we observed that Quitters often post messages about issues which have already
been mentioned before. Given the impact of online forums in the retention of newcomers [47],
more sophisticated tools could be used to further improve the forums, e.g., using machine learning
techniques to detect the degree of politeness in the forum messages [20].
In addition to crowd members, visualizations about message labels could be made available to

co-pilots facilitating their understanding about what is, or is not, being discussed during a particular
challenge. Such visualizations could provide an overview of the dynamics of the challenges [51]: if
most of the discussion is still about Access and Libraries and the challenge deadline is near, that
likely means very few, if any, solutions will be submitted. In other words, visualizations based on
labelled messages could help co-pilots make informed decisions about interventions they should
adopt to increase the number of submissions and, accordingly the number the quality of solutions
– in this case, postpone the deadline. In summary, based on the observation of the importance of
online forums, our first recommendation aims to leverage information from the forum messages to
improve the experience of crowd members and co-pilots during the challenges .

In the platform studied by Tausczik and Wang[46] the rankings were displayed publicly during
the contests. In their design implications, they suggested to remove “leaderboards that show
individuals rankings during the contest” to reduce the competitive nature of the challenges since
the study showed that the crowd members less likely to collaborate were the ones performing
the very best in the challenges. These results are in line with our results since there are no public
rankings during the Topcoder’s challenges and winners were usually the ones who sent the largest
number of messages. One hypothesis is that crowd members are collaborative because they yet do
not know they will be winners of the challenges. While there is no information about the members’
ranking during the challenge, Topcoder presents information about members’ overall ranking and
performance in the entire platform. Thus, our second recomendation for software crowdsourcing
platforms is carefully consider which information they will make publicly available about the crowd
members’ ranking during the challenges, so that these members remain motivated to persevere
and collaborate in the challenges.

More broadly, we believe a large body of research in online communities can be used to increase
the engagement in the challenges. For instance, co-pilots could adopt software tools that provide
insights about the health of the online communities, identification of less engaged crowd members,
etc [35]. In our analysis a very simple mechanism – the number of messages sent – was associated
with the performance in the challenge. When we combine this information with the topics and
categories of the messages, we can infer the classification of crowd members in winners, submitters,
and quitters. SW CS platforms could use this information as a proxy to monitor the performance of
individual participants while the challenges take place. Again, a co-pilot could use this information
to decide which actions to take to improve the results of the challenge. We believe some messages
could even be automated, for instance, when quitters request more than once access to repositories.
Finally, software CS platforms could perform analysis of the affordances provided by alternative
interfaces for online forums, as well as, social presence aspects [37] to find out how these different
interfaces impact the performance of crowd members [52].

7 LIMITATIONS
As any other empirical study, ours has limitations. As one limitation, our study concentrated in one
SW CS platform, Topcoder. Although it is the most used platform, we can not argue that our results
would be similar in other platforms. Moreover, our study focused solely on Programming challenges
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and did not take into account other Topcoder challenges such as Specification, Architecture,
Design, etc. These other challenges could present different collaborative behavior, as well as the
identification of new categories and topics.
Another limitation of our work is a consequence of our data collection methods: we analyzed

messages posted on Topcoder forums. We did not interview crowd members, therefore, we were
unable to gather information that can help us to understand the members’ rationale for their
decisions. Such interviews could be used, for instance, to explore the reasons why crowd members
quit challenges, and whether this decision was somehow affected by the information available in
the online forums.
The number of analyzed forums and the manual analysis can also be regarded as limitations.

This was alleviated by double checking with another researcher: as mentioned before, the first two
authors coded independently the messages and, later on, they revisited all the codes to reach an
agreement. As for the manual analysis, we plan to develop software tools to automate this process
so that we can analyze a larger number of forums in our future work.

Finally, our analysis only identified a relationship between the number of messages sent by crowd
members and their outcome in the challenges. However, we can not argue that there is a statistical
correlation between these aspects. This would require us to analyze a significant larger number of
challenges. To show causality, i.e., that more messages leads to improved performance, it would be
necessary to go one step further and conduct a controlled experiment.

8 CONCLUSIONS
This research sought to contribute to our understanding of collaboration in competitive software
crowdsourcing. We studied collaboration through the analysis of the messages in the Topcoder’s
forums, i.e., in a natural setting. These forums are created for each challenge in the platform.

Our results suggest that although Topcoder’s challenges are competitions for monetary rewards,
crowd members do collaborate: they help each other, share useful information, and discuss docu-
ments (RQ1). Different types of crowd members engage in similar collaborative behaviour (RQ2)
and, finally, there is an association between the number of messages sent by crowd members and
the outcome of these members in the challenges (RQ3). This means that preventing communication
and collaboration in competitive SW CS, as it has been observed [32], might negatively influence
the results of the challenges. Understanding collaboration during software crowdsourcing chal-
lenges can be used as a starting point for investigating factors that aim to provide more adequate
collaborative mechanisms for crowd members. Crowd members and requesters can both benefit of
such improved collaboration: crowd members because of the positive impact in their performance,
and requesters because of the quality improvement in the solutions received to address their tasks.
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