Can we estimate the perceived comfort of virtual human faces using visual cues?
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Abstract—The sense of strangeness (or discomfort) perceived in certain virtual characters, discussed in Uncanny Valley (UV) theory, can be a key factor in our perceptual and cognitive discrimination. Understanding how this strangeness happens is essential to avoid it in the process of modeling virtual humans. In this paper, we investigate the relationship between images features and the discomfort that human beings can perceive. We extract image features based on Hu Moments (Hum) and Histogram Oriented Gradient (Hog). The saliency detection is also extracted in the specific parts of the virtual face. Finally, a model using Support Vector Machine (SVM) to provide binary classification is suggested. The results indicate accuracy of around 80% in the image estimation process comparing with subjective classification. As a contribution, some areas may benefit from this study for avoiding the creation of characters that may cause strangeness, such as the games, conversational agents and cinema industry.

I. INTRODUCTION

The area of Computer Graphics (CG) has stood out in the sophisticated creation of environments and characters. The similarity to the real world surprises both researchers and users of the area of entertainment and of areas such as health, laws, among others. Assessing the perceived quality of the content of images and videos is important in processing this data in various applications, such as films, games, but also platforms that use images to communicate relevant information [1]. The area of visual perception is highly complex, influenced by many factors, not fully understood and difficult to model and measure [2]. For these reasons, subjective assessments are still very used, in which a group of human viewers evaluate qualitatively the images/videos [3]. However, some problems may require quantitative assessment, when subjective analysis is not possible. Shahid et al [1] provide a model to assess the perceptual quality of images through their properties and characteristics. The perceptual problem we are interested on investigating in this paper is known as the theory of Uncanny Valley. In the 1970s, Japanese robotics professor Masahiro Mori realized that when human replicas behave very similarly, but not identical to real human beings, they provoke disgust among human observers because subtle deviations from human norms make them appear frightening. He referred to this re-vulsion as a drop in familiarity and the corresponding increase in strangeness as Uncanny Valley [4]. In recent decades, the Uncanny Valley has come to be considered in CG characters, whose image analysis can be inspired by the characteristics of the human visual system (HVS), as mentioned by Sanches et al [5]. Authors created a mechanism extraction of guidance resources based on physiological studies of visual perception, seeking to capture the user’s subjectivity in relation to the image. Prendinger [6] defines that studying UV in the context of Computer Graphics images is a relevant case study. There is a consensus that there are characters that cause a bad feeling even though the best techniques are used, as well as characters that cause a good feeling even if advanced techniques are not used, as described in [7]. The main question of this work is to investigate if image features on the face of CG characters can help to define when images can cause strangeness.

II. RELATED WORK

According to Hanson et al. [8], the new challenges for computer animations and simulations point to contextualizing conversations, human and environmental perceptions, as well as having control over motives or decisions. Therefore, there was a concern to evaluate the appearance and behavior of Computer Graphics (CG) characters through the Uncanny Valley, being associated with human similarity that can be used for a wide range of applications, as indicated by Tinwell et al. [9]. Through the various studies in this area of animation, some characteristics in CG characters already show greater strangeness to the human being, when evaluated, as follows: rigid or sudden movements, in the study by Bailenson et al. [10]; lack of human similarity in the speech and facial expression of a character, in the studies by Tinwell et al. [9]; lip synchronization error, according to studies by Gouskos et al. [11]. Human perceptions about characters created with CG in relation to the effect created by Uncanny Valley theory have been extensively studied in Computer Graphics. For example, in the work of MacDorman and Chattopadhyay [12], the authors tried to determine whether reducing realism in visual characteristics would increase the effect of UV. In the work of Flach et al. [7], the authors evaluated the effects of Uncanny Valley theory on human perception of CG characters from different media, such as movies and games. The authors worked with images and videos to obtain the participants’ perceptual data. Results indicated comfort increases as characters are more realistic and comfort declines in videos compared to static images.
III. THE PROPOSED MODEL

The purpose of our model is to infer whether the character cause strangeness/discomfort or not on people. Firstly, the Haar Cascade method is used to detect the faces and parts of the face, such as: eyes, eyebrows, mouth, jaw. The descriptors Hu Moments and Hog are used to generate the vector of characteristics of the entire face. The saliency function is used to show a part of the face that stands out to extract features with the descriptors. We use the PCA as reduction of dimensionality to define the most relevant variables of the vector of characteristics. Finally, the Support Vector Machine (SVM) model is used for the binary classification of the detected faces.

A. Dataset of images/videos

Our selection of characters is based on the work of Flach et al. [7], who analyzed, with subjects, the perception of comfort obtained when watching characters created with CG (films, games and computer simulations). We use images and videos of the same 10 characters, as shown in Figure 1 from (a) to (j). In addition to the characters from Flach’s work, we included more recent CG characters, as shown in Figure 1 from (k) to (v). To guarantee the variation of human similarity, some of chosen characters represent a human being in a cartoonish way (q), (s) and (u), and other are more realistic, as (m), (n), (v), (r), (k) in Figure 1. To obtain human

perceptions of comfort about the characters created with CG, we asked to participants the question “Do you feel some discomfort (strangeness) looking to this character?” which possible answers “YES” and “NO”, to participants. We use Google Forms and recruited participants in social networks. All participants were asked whether they agreed to give their answers and personal information to our survey in relation to age and gender. The characters (shown in Figure 1) were randomly presented to the participants through images and short videos. We obtained 119 participants answers, 42% of which were women and 58% of men, and 77.3% being less than 31 years old and 33.7% being 31 or more years old. To compose our dataset, we firstly extracted the frames from the 22 videos (one short movie for each character illustrated in Figure 1) and removed those frames which do not contain the face of the character to be analyzed. We also removed faces from the frames that did not refer to the character in question. This process resulted in 5,799 images. Each image is classified in one of the two classes: (1) images that generate discomfort on the subjects and (0) images which do not generate. In order to classify the images in the dataset, we used simply the majority of answers YES and NO, for each image. The images are divided as follows: 2,995 images classified with major part of “YES” (class 1) and 2,804 from class 0. Concerning the characters, 5 of them generate strangeness on user perception and 16 do not, because the character (u) of the Figure 1 did not have his face recognized by the Haar cascade method.

B. Pre-Processing Data

We performed two main processes in order to prepare data to be used in our classification method, as detailed next. We implemented our method using OpenCV, scikit-learn and dlib in this processes.

1) (A) Face detection: The method used for face detection was proposed by Paul Viola and Michael Jones [13]. This method detects a face, and also the parts of the face such as mouth, middle of mouth, right and left eyes, right and left eyebrows, nose and jaw. If there is no detected face, the image is discarded, as mentioned earlier. The only character that had no face detected was from the movie Incredibles 2, as shown in (u), in Figure 1.

2) (B) Saliency detection: We computed the salience map of each of 5,799 images. This method is based on the difference between the center and the outline of the image. It is a form of extraction that has a quality that attracts the attention of human beings, as studied by Jia et al. [14] and You et al [15]. The feature descriptors presented next are generated in images with and without the extracted salience in order to assess its usefulness in detecting images that present strangeness on human perception. The method used was the Fine Grained saliency from the OpenCVlibrary with the default parameters.

C. Features Extraction

At this stage, we used Hu Moments [16] and Histogram of Oriented Gradients (HOG) [17], because they are two features widely used in the computer vision area, and were not used in the literature for the detection of perception of
strangeness, as far as we know. Hu Moments is used with its default parameters [16], implemented using OpenCV. This descriptor generates 7 moments regardless of image size. The other descriptor used was the Histogram of Oriented Gradients (HOG) [17]. We consider the detection window with gradient voting into 9 orientation bins and 64x64 pixels blocks of 1x1 pixel cells, generating the descriptor of the image characteristics to be used. Hog was implemented using scikit-learn. This descriptor generates a feature vector depending on the size of the image. For this specific dataset, we obtained a maximum of 9 characteristics per image related to the character’s face. Therefore, PCA was used to detect the most relevant variables between the characteristic vectors of HOG and Hu Moments, defining in 95% the sum of the variables’ accuracy as being relevant. For model training, the two combinations of variables were tested - using PCA and not using PCA - and the results are compared.

D. Training, Testing and Validation Process

To perform the train, test and validation, we use leave-p-out cross-validation, where \( p = 2 \), i.e. using \( p \) observations as the validation set and the remaining observations as the training set. This is repeated on all ways to cut the original sample on a validation set of \( p \) observations and a training set. The Support Vector Machine (SVM) model is used with three different kernels: linear, Radial-basis function (RBF) and polynomial. A tuning of the hyper parameters is also made through Grid Search when kernels RBF and polynomial are used. The SVM model was implemented using Sklearn. The values used in the Grid Search parameters for the RBF kernel are for the gamma vector = \([0.3 \times 0.001, 0.001, 0.3 \times 0.001]\) and for the variable \( C = [50, 100, 200] \). In the case of the Polynomial kernel the gamma values are showed in the vector \([0.001, 0.01]\), the degree variable with the values \([2, 3, 4]\) and the parameter \( coe0 \) which is a kernel projection parameter, the values \([0.5, 1]\). Obtained results are stored in a .csv file, indicating if the entire face or parts of the face (as defined earlier) was used, as well as whether salience and PCA were used. The SVM model and the chosen kernel are also shown. Then, the values of precision, recall, F1 score, accuracy and time spent are also stored to further facilitate the selection of the main model.

IV. Experimental Results

It was evaluated the impact of working with the entire face or its separated parts in the training phase. Obtained results did not present significantly difference regarding accuracy. Due to this fact, it was used the entire face on evaluations showed. We number the kernels as follows: 1) Linear pattern with data; 2) Radial basis function (RBF) and 3) Polynomial. The suggested model returned 24 executions, which correspond to the features (Hu moments or HOG), with the detection or not of the saliency, with or without the reduction of dimensionality through the PCA and using the three kernel functions (linear (1), RBF (2) or polynomial (3)). In addition, we use leave-p-out cross-validation, where \( p = 2 \), i.e. using \( p \) observations as the validation set and the remaining observations as the training set. This is repeated on all ways to cut the original sample on a validation set of \( p \) observations and a training set, resulting in 1920 runs. As metrics we used F1-score. The F1-Score metric indicates 4 sets of implementations with F1-Scores values between 60% and 80% when classifying the characters in classes 0 (does not cause strangeness) and 1 (causes strangeness). The best implementation uses the Hu Moments feature, the polynomial kernel, does not include saliency of data and uses the dimensionality reduction, generating a F1-Score of approximately 80%. Notice that values correspond to the average of obtained values for the 80 scenarios (5x16 in cross-data test). For the two implementations that presented F1-Score 76% and 80% the time spent was 1560 seconds and 1335.08 seconds, respectively. For the other two implementations in which the F1-Score is 64% and 75%, the time is approximately 30 and 60 seconds, respectively. Considering a compromise between accuracy and computational time, we can choose the best accuracy (80%) and third best computational time (1335.08 seconds), i.e. using Hu moment, without saliency, Polynomial kernel and PCA. Yet, another possibility can be the third best accuracy (65%) with a very small computational time (60 seconds), i.e. same configuration however using Linear kernel.

Using the best accuracy implementation obtained in last section, we present results w.r.t. characters classification. Firstly, we investigate the 5 characters that cause strangeness to people (highlighted in red in Figure 1). Predictions are made using 80 runs (16 characters that generate comfort and 5 characters that do not) in the cross-validation test. Table I shows the amount of frames extracted from the videos of the 5 characters that cause strangeness in subjective evaluation. Those frames contain only the face of the 5 characters to be predicted in the implementation of this work. In a subjective evaluation, we notice that facial expressions together with the movement of the head and body can contribute to a distortion of visual characteristics, resulting in a possible strangeness to human eyes. It is possible to notice that effect in the Table I, that the character (f), that moves a lot, as in the case of characters (a) and (l), that move little. Tinwell et al [9] already make references in their work on the issue of facial expression and also on the movement of bodies, as important characters.
factors for detecting strangeness. Therefore, we also evaluated the remaining 16 characters that do not cause discomfort to people, according to subjective evaluation. Table II shows the amount of frames extracted from the videos of such 16 characters. As before, these frames contain only the face of the analyzed characters, to be classified in our work. For the 16 characters that do not cause discomfort to people, only 4 of them were incorrectly classified as belonging to class 1, as can be seen in the Table II. So, obtained error rate is 25% in the 16 characters that do not generate discomfort in subjective evaluation. So, considering the full dataset of 21 characters (and 5799 frames), we obtained accuracy of approximately 81% in characters classification.

V. Final Considerations

Starting from the conceptualization of Tumblin and Ferwerda [18] that perception is a set of processes that actively build mental representations of the world, we investigate the visual features as a way to detect strangeness perceived by the human beings when observing CG faces. We use SVM for binary classification of the characters and compared with the estimation of strangeness, as perceived by subjects. After identifying the best model, using Hu moments, without saliency, Polinomial kernel and PCA for dimensionality reduction, predictions were made for the 21 characters. The results, according to Tables I and II, present an accuracy of 80% in the predictions.

As future work, we want to increase our dataset, because it has only 21 characters, to have more data to be tested. In addition, we want to work with temporal information, which may indicate strangeness percentages on parts of the face and the body.
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