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Abstract—The use of virtualization techniques, such as con-
tainerization, is rapidly changing how the deployment of ap-
plications is performed at the network edge. Indeed, container
images enable fast instantiation and small footprint. However,
although having smaller size than VMs virtual disks, container
images continue to have hundreds of megabytes and can take
several seconds to be downloaded in an edge node. In fact, the
heterogeneity and resource-constrained infrastructure, typical of
an edge computing scenario, can also increase this latency, by the
several bottlenecks that may occur on the network topology. We
advocate that the use of well-positioned container registries on
the topology can significantly improve the deployment process. To
prove that, in this paper we focus our analysis on the network
requirements of large amounts of container deployments, and
the impact generated on two distinct edge topologies. We also
present a new registries placement solution based on a fluid
communities algorithm. We validated our proposal using simula-
tion and results show that it validates the model and generality
of the proposed solution, showing enhanced performance even
with biased schedulers with large amounts of deployments in a
concentrated set of nodes.

Index Terms—Container Management, Edge Computing, Or-
chestration, Deployment, Container Registry

I. INTRODUCTION

Edge Computing is an enabler technology to the new 5G
networks. These networks seek to implement an infrastructure
that allows applications, like augmented reality and natural
language processing, to be used in real-time through low
latency, positioning awareness, and geo-distributed processing
power infrastructure. Edge applications usually need to be
instantiated in highly distributed and heterogeneous scenarios,
far from the well-managed cloud providers, increasing the
complexity and the management cost.

Although having distinct architectures and being standard-
ized by several consortia with different names, like Fog
Computing [1] and Multi-Access Edge Computing (MEC)
[2], generally speaking, Edge Computing aims at pushing
computational capacity closer to the end-user. Despite its
similarities with Cloud Computing, this creates a scenario
that shows several new challenges in management and or-
chestration. Today, both academia and industry are working
hard to implement solutions that improve the deployment of
applications on the edge [3] [4].

Initially implemented on Virtual Machines (VMs) [5], edge
applications are rapidly changing to use containerization,

enabling faster deployment, smaller footprint, and scalability.
Typically, container images are stored on registries as small
reusable parts or layers requested by worker nodes when a
container image or layer not cached needs to be deployed.
This download phase mostly consists of the time needed to
instantiate a container, and applications that have a large set
of microservices or replicas may require several downloads on
different nodes simultaneously.

It is common sense that current container orchestration
solutions do not present an optimal method for distributing
the applications on Edge Computing. Hence, several works
aim at optimizing it by reducing the amount of time needed to
instantiate, or diminishing the load generated on the infrastruc-
ture, through better usage of the nodes based on peer-to-peer
communication [6], distributed caches [7] or new placement
algorithms [8]. However, these solutions usually propose many
changes in the current orchestration frameworks that are
not so easy to achieve in a multi-tenant infrastructure with
several distinct actors. Moreover, no one of them considers
the importance of the registry placement in this distribution
and the load that it generates on the infrastructure.

In this paper, we present a novel approach to strive the
deployment latency generated on edge infrastructures. The
proposed approach can be used without significant alterations
in the topology or container orchestration. To achieve that, we
focus on a specific component from the container architecture,
i.e., the registry nodes, which are responsible for storing the
images used to deploy the containers on worker nodes. Further,
we study how the registries placement on edge infrastructure
can affect the network load and generate bottlenecks. Given
the NP-hardness of the registries placement problem, we
propose a heuristic solution based on fluid communities to
find the best place to set a k number of registry nodes. To
evaluate our solution’s effectiveness, we carried a series of
experiments on realistic and random networks with distinct
container schedulers.

To the best of our knowledge, this work is the first to
consider the impact of the application deployment in large-
scale distributed topologies, exploring the possible bottlenecks
that this network load can generate in the infrastructure.
Besides, it is also the first attempt to tackle the challenges
of registries placement in an edge computing environment
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using infrastructure’s constraints, seeking to decrease the total
amount of time needed, namely the deployment latency, to
fully implement these services on the topology.

The remainder of the paper is organized as follows. In
Section II related work is presented. In Section III, we describe
the problem formulation following by the algorithm solution
in Section IV. The simulation results are presented in Section
V. Finally, Section VI concludes the paper.

II. RELATED WORK

Current solutions that seek to decrease the container deploy-
ment latency distributed their efforts on several distinct areas,
mainly with large modifications on the container runtime [9]
or new service that needs to be added topology [10].

Some approaches propose improvements on how the con-
tainers are stored in or distributed to nodes. Pulling the same
image by multiple registries simultaneously is presented in [6],
which also discusses a cooperative implementation of a set of
registries. Solutions based on peer-to-peer communication are
also presented in [11] [12]. However, these implementations
rely on powerful worker nodes placed on high-speed networks,
usually not replicable on edge scenarios, with geo-distributed
topologies. Furthermore, adding a new daemon on a resource-
constrained node can generate bottlenecks, as shown in [13],
where even simple applications running on it can generate high
latency in the deployment of new applications.

The use of distributed file systems to share images between
several nodes is presented with slight changes in [14], and
[15]. In both papers, the nodes share a given folder that acts
as a centralized cache for the images. This implementation
usually shows a significant improvement on the total amount
of time needed to instantiate a new container, together with a
small redundancy on the layers, since all the shared images
are stored in the same place. However, that solution also relies
on high-speed networks, with negligible downtime and near-
allocated nodes.

There are also proposals of new placement algorithms focus-
ing on geo-distribution [16], and the sharing of microservices
between cloud and edge [8] to decrease the deployment time,
using latency or bandwidth as input to define the application’s
placement. Nevertheless, these works’ primary objective is to
improve the number of containers that can stay active in the
topology. However, no one considers the deployment latency
on the topology and how this latency can cause congestion on
the network and affect the placement results.

In [7], the authors discuss that in edge computing, due to
the limited node storage, it is impossible to have many images
locally stored. Hence, to improve the deployment latency, it
is necessary to retrieve the images on the topology faster.
Therefore, they propose a sharing algorithm called KCBP,
which finds the closest node with a given layer and uses it
to forward it to the requester. Although this paper is the first
to discuss the positioning of the layers on the topology and
its impact on the deployment latency, its implementation has
several limitations. Some of them include the necessity of
direct connections between nodes and assumptions that are
not feasible in the real world, such as nodes sharing images.

Symbol Meaning

G = (V,E) network graph

Bu,v available bandwidth on link (u, v) ∈ E
K set of communities on graph G
K = |K| number of communities in the graph

{Vk}k∈K partition of graph G identified by the com-

munities

Table I: Main notation used throughout the paper

Finally, changes on how the Docker runtime download and
start new images are also proposed in [9], where the authors
suggest a set of tweaks to improve the several steps executed
on the deployment focusing on resource constrained nodes.

III. PROBLEM FORMULATION

A. System Model
We consider a network infrastructure consisting of a set

of nodes V and a set of edges E. Therefore, we represents
the network topology as a weighted graph G = (V,E), where
E ⊆ V×V . Each edge (u, v) ∈ E of the graph is characterized
by the bandwidth available on the link, namely Bu,v . Further,
we indicate a partition of the graph with {Vk}k∈K, i.e., a
family of subsets of V where Vk ⊆ V, ∀k ∈ K, and
Vk ∩ Vk′ = ∅, ∀k �= k′. For the sake of a clear explanation
of the algorithmic solution, we call these subsets communities.
The cardinality of K, |K| = K , also indicates the number
of desired container registries to be deployed on the network
as the algorithm will place a container registry for each
community of the input graph.

B. Registries Placement Problem
This paper’s main objective is to design an efficient algorith-

mic solution for the placement of container registries among
the network nodes to speed up the download time in each node
from the placed registries. The main objective is represented
by the minimization of the maximum download time from the
registries to each node of the network. Deeply thinking to this
problem, the reader may think to a vertex k-center problem
[17], where a set of facilities must be deployed on a complete
graph in order to minimize the maximum distance between
each node and its closest facility. In our case, the concept of
distance can be viewed as the download time from a container
registry and each node in the network. However, there are
some differences concerning the problem we need to solve.
The first is the type of graph we are dealing with. Indeed,
the vertex k-center requires a complete graph, whilst, in our
case, we do not always have such a case. The second main
difference is represented by the computation of the download
time between each node and the facilities placed on the graph.
In fact, this time is not easily computable since it depends
on the placement of facilities and the bandwidth occupation
of each link leading to a combinatorial explosion of possible
configurations.

For this reason, we tackle the problem from a different
perspective. We aim to partition the network graph placing a
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container registry in each subset (community) of the partition.
The graph partitioning should be performed in such a way
that the total bandwidth of the graph is fairly balanced among
the partition. The graph partitioning and the bandwidth load
balancing should be performed in order to: i) speed up the
download time for each node inside each community and ii)
avoid bottlenecks in the network, such as putting containers
registries in a few and close nodes of the network. Hence, the
main question that we want to answer in this problem is the
following: where can we place container registries in order
to have load-balanced distribution, in terms of bandwidth, of
containers among the network’s nodes?

In order to tackle the problem described above, we assume
that the desired number of communities in the graph is given
as input of our problem. In order to have a load-balanced
solution in terms of bandwidth, we use the concept of standard
deviation between the total bandwidth of each community. We
provide a formal description of the problem.

1) Variables: We introduce the following decision variables
for each node of the network:

xv,k =

{
1, if node v is placed in community k

0, otherwise,

∀v ∈ V .

2) Objective: The objective function is represented by the
standard deviation of the total bandwidth available in each
community: √∑

k∈K(αk − ᾱ)

K − 1
, (1)

where
αk =

∑
(u,v)|u,v∈Vk

Bu,v ∀k ∈ K, (2)

and

ᾱ =

∑
k∈K αk

K
. (3)

Summarizing, the problem we aim to solve is the following

minimize

√∑
k∈K(αk − ᾱ)

K − 1
(Prob. 1)

subject to:

αk =
∑

(u,v)∈E

Bu,v xu,k xv,k, ∀k ∈ K, (4)

αk > 0, ∀k ∈ K, (5)∑
k∈K

xu,k = 1, ∀u ∈ V, (6)

xu,k ∈ {0, 1}, ∀u ∈ V, ∀k ∈ K, (7)

where constraint (5) ensures that each community has at
least two adjacent nodes, i.e., the total bandwidth inside
the community is greater than zero. Constraint (6) imposes
that each node of the network is assigned to exactly one
community.

3) Computational Complexity: Looking at the formulation
of Prob. 1, it is easy to see that our problem falls under the

class of graph partitioning problems [18]. These particular
problems are typically NP-hard requiring approximated solu-
tions to be solved. Furthermore, defining the optimal number
of communities to cover all the network graph adds another
complexity dimension to the problem. The investigation of the
optimal number of communities is left for future works.

IV. ALGORITHMIC SOLUTION

Given the NP-hardness of the problem described in the
previous section, we propose a heuristic method based on
general search algorithms such as Hill-Climbing [19].

For the graph partition problem we resort on the fluid
communities algorithm [20], namely FluidC. The algorithm
takes in input a graph G = (V,E) and the desired number K
of communities. Initially, it randomly selects K vertices from
V . These single vertices form the initial K communities. Each
community has a density δ ∈ (0, 1]. For each community k,
its density is given by

δ(k) =
1

|v ∈ Vk| .

At each step of the algorithm, the community of each vertex
is updated and when the assigned communities to vertices do
not change for two consecutive steps the procedure terminates.
The update rule for each vertex v computes the community
with maximum total density within the neighbourhood of v
(including v as well). If more than one community is found
for a vertex v, then a random community is chosen within the
candidate ones [20].

As shown in [20], the main advantage of the FluidC algo-
rithm is the scalability. Indeed, this algorithm provides good
communities for large graph in reasonable time. However, this
kind of solution is not thought to work with weighted graphs.
For this reason, we perform a Hill-Climbing search to find the
partition of the graph that has the best standard deviation of the
total bandwidth available on each community. The pseudocode
of our main algorithm is shown in Algorithm 1.

In the first part of Algorithm 1, lines 5-17, the FluidC
algorithm is repeatedly applied to the input graph until no
better communities are found in terms of bandwidth available
on each single community. This part follows the Hill-Climbing
search approach where we always move towards a better
configuration until a termination condition is met. In the
second part of the algorithm, lines 18-25, for each community
computed in the previous step, a particular node for the registry
placement is selected. In this case, the algorithm selects the
node with the highest eigenvector centrality degree [21]. This
kind of measure provides, for each node, an indication about
the centrality of the node and the connectivity of the node
towards nodes with high centrality degree within the same
community.

Time Complexity. The complexity of the algorithm is mainly
dominated by the number of iterations required to reach the
last local maximum from the starting point (as it can be noticed
from Algorithm 1, if after 100 iterations no better move is
performed the while loop is terminated) in the first part. How-
ever, all the operations inside the while loop are polynomially
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Algorithm 1: FluidC-Placement
Input: G = (V,E): network graph; k: desired number of

communities

Output: Set of nodes where to place container registries

1 place← ∅;
2 final_comm← ∅;
3 sd← +∞;

4 it← 0;

5 while True do
6 b̄← [ ];
7 {Vk}k∈K ← FluidC(G,K);
8 for k ∈ K do
9 Bk ←

∑
(u,v)|u,v∈Vk

Bu,v;

10 b̄.append(Bk);

11 if stdv(b̄) < sd then
12 final_comm← {Vk}k∈K;

13 it← 0;

14 else
15 it← it+ 1;

16 if it ≥ 100 then
17 break;

18 for k ∈ final_comm do
19 c̄← [ ];
20 Gk ← (Vk, {(u, v) ∈ E|u, v ∈ V });
21 for v ∈ Vk do
22 cv ← eigenvector_centrality(Gk);
23 c̄.append(cv);

24 u← sort(c̄).pop();
25 place← place ∪ {u}
26 return place

bounded. Indeed, the FluidC algorithm presents a linear cost
equal to O(E) [20]. In the second part of the algorithm, to
compute the eigenvector centrality, it is sufficient to solve a
linear system of equation of the size of subgraph Gk. Finally,
the sort operation has a cost of O(|V | log(|V |)) in the
worst case. Hence, assuming a constant number of iterations
required to reach a local maximum, Algorithm 1 presents
a polynomially bounded time complexity. This confirms the
scalability of the proposed algorithm.

V. EVALUATION

A. Simulator

To evaluate the FluidC algorithm, we developed a sim-
ulator in Python 3 and NetworkX library that models an or-
chestrated container infrastructure and simulated the message
exchange between nodes and registries. We also implemented
the image distribution as layers on the topology and the
simultaneous download and cache size parameters of each
node.

We used a fair sharing schedule policy based on max-min
fairness (MMF) to simulate the network behavior. This flow

control algorithm presents an acceptable degree of approxima-
tion with real networks [22], based on the following properties:
i) flows have the same priority over the available bandwidth,
ii) flows get an equal share of the link bandwidth, iii) links
are always using the maximum bandwidth possible based on
the active flows. Figure 1 presents an example of the MMF
model, where four flows need to be transmitted simultaneously,
generating bandwidth limitations between routers R3, R4, and
R5.

Figure 1: Max-min Fairness

Given a set of network links with respective bandwidths, and
a set of paths, it is possible to obtain the available bandwidth
for each transmission in a given time using a progressive
filling algorithm which respects the MMF model. In our
implementation, we use a solution close to that presented in
[22]. The algorithm initializes the bandwidth available to each
flow with 0. Then, it proceeds to calculate the MMF to all
interfaces with active flows and updates the bandwidth equally
to each transmission until one link becomes saturated or the
total amount of data to a given transmission is satisfied. The
saturated links serve as a bottleneck for all transfers using
them, and the transmissions that do not need all the bandwidth
available transfer the free space to the biggest ones. The
algorithm executes until all links are saturated, or all flows
are satisfied.

We use events to control the simulation and each time a new
event occurs (start or finish of a given flow), the MMF needs
to be recalculated in the network. The simulation runs until
there is no more scheduled flow to be added to the topology.

B. Simulation Scenarios
To perform the simulations, we used two topologies. The

first one is a random topology with 100 nodes using the Erdös -
Rényi model [23]. The topology is fully connected, and each
node has a downlink and uplink with the same bandwidth
(1 Gbps). This topology is also highly connected with 242
links, and each registry added in the topology has bandwidth
available 10 times bigger than the worker nodes (10 Gbps).
This guarantees that registries do not represent a bottleneck for
the simulation. We also validated the placement algorithm with
the Italian education and research network (GARR) topology.
The GARR topology is composed by 70 operational zones
and 112 links and covers all the Italian territory. The topology
is presented in Figure 2. We used the GARR topology as an
isolated network, and we assumed that each operational zone
is a worker node available to deploy a new application. Each
operational zone can also be used to deploy a registry using
the FluidC algorithm. We also set the bandwidth available
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Figure 2: GARR Network Topology

to the registries node as 10 Gbps. Besides, we limited the
total capacity used by the communication between the nodes
to 10% of the total bandwidth described in [24], and even with
that limitation, the average size to each link is close to 2Gbps.

Each node has a cache of fixed size that reduces the
amount of data that needs to be transmitted. As we want to
verify the impact of a large amount of containers deployment
on the topology, we set a cache size of 600MB in all the
nodes in all the simulations. For the sake of simplicity, each
container image has only one layer, and all the images have
the same size (200 MB). In these scenarios, the impact
caused by an application on a node is not considered, so
we used a small number of specific applications (13). With
that, the cache corresponds to 23% of the total (2.6GB). The
policy usage to replace the current images on cache is the
LeastRecentlyUsed. Whenever a new container download is
requested, if the image is already in the cache, the application
starts instantaneously, and the cache is updated.

One of the limitations of our simulation is that the cache
takes into account only the download phase, regardless of
whether the application continues to run on the node or not.
The parameters used for all the simulations as summarized in
the table II.

Parameter Value

Number of distinct containers 13
Size of each container 200 MB

Cache size 600 MB
Cache policy LRU

Worker node bandwidth 1 Gbps
Registry node bandwidth 10 Gbps

Table II: Simulation parameters

C. Application Scheduler

To understand the impact of a high density of applications
on the topology, we use two distinct schedulers to instantiate
an application on the edge nodes. In both cases, we run
the scheduler by one simulated hour (3600 seconds) with an
average number of requests close to 5 operations per second.

Each deployment may have a deadline time, that is, the
instant wherein the application no longer needs the container.
By default, the smallest deadline possible in our simulation
was 25 seconds. If this value is not present, we understand that
this container will run until the end of the simulation. If the
simulation time is longer than the deadline to a given container,
it returns as an error to the simulation, and the container is
counted as non-started.

The placement algorithms selected to choose each con-
tainer’s destination node are: Random and the PESS Scheduler
presented in [25]. The Random scheduler tries to show a non-
bias distribution on the topology with a fair amount of con-
tainers between all worker nodes. With the PESS Scheduler,
we want to validate the same algorithm with a more realistic
scenario focused on the application placement at the Edge,
improving the node utilization.

D. Experimental Results

We executed three simulations. The first one was the Ran-
dom Topology with a Random Scheduler. Then we run both
PESS and Random Scheduler with the GARR Topology. In
all the cases, we executed our FluidC-based algorithm in
contrast with a random selection of nodes to distribute 1,
2, 4, and 8 registries on the network, and on the GARR
Topology scenarios we used the same placement results to both
schedulers. This number of registries was manually defined to
understand the impact of an increasing number of registries
on several points, such as the total deployment time, the
distribution of requests among distinct registries, and the
bottlenecks generated on the network. When the simulation
runs with more than one registry, each worker node chooses
the registry with the shortest path based on the bandwidth.

1) Random Topology: In Figure 3c we have depicted
the CDF of the container deployment latency according to
the Random Scheduler. As expected, when the number of
registries on the topology increases in both cases, random
or FluidC algorithm, we have an improvement on the de-
ployment latency, and the difference between them decreases
as we increase the number of registries that are located on
the network. However, the FluidC algorithm presents a
deployment latency 1.59 and 1.55 times smaller in scenarios
with 1 or 2 registries and 12.5% in the eight registries scenario.
As the Random Topology is highly connected, in a scenario
with more than 4 registries, more than 90% of the containers
start with less than 10 seconds. However, it is important to
note that we used all the available bandwidth to deploy the
containers, which is not feasible in real infrastructures.

Results show that in this scenario, with 4 or more registries,
the number of non-started containers is zero, and FluidC has
slightly better results with two or one registries. Finally, we
can see that the highly number of connections on the random
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(a) GARR Topology - Random Scheduler (b) GARR Topology - PESS Scheduler (c) Random Topology - Random Scheduler

Figure 3: Instantiation time to each scenario

topology enable a good distribution of the deployment requests
between the registries with the FluidC performing better in
all number of registries.

2) GARR Topology: In Figure 3a and Figure 3b we present
the results from the simulations made on the GARR Topology.
The first one used the random scheduler to distribute the
containers. We can see that the faster 80 percent requests
are deployed in less than 100 seconds in all scenarios un-
til four registries, in a pretty similar distribution. However,
the network generates specific bottlenecks as we place the
registries with both placement heuristic, showing that the 20
percent slower requests have better results consistently with
the FluidC in contrast with the random placement.

Further, with four and eight registries, the FluidC almost
mitigates the bottlenecks on the network, showing a decrease
of 58% and 78%, respectively, in deployment time. At last,
with one registry, both placements present the same results. In
these cases, the bottleneck is the connection between the node
where the registry is connected with the rest of the network.

The PESS Scheduler tends to schedule the application on the
center of the network with the largest bandwidth connection
possible. In fact, in our simulation, 67% of all containers
are scheduled in only 6 worker nodes. Even with that small
distribution on the network core, as shown in the Figure 3b,
the FluidC presents consistently increase results, that besides
the scenario with one registry, the deployment time was 24%,
65%, and 80% smaller using 2, 4, and 8 registries than in the
random scheduler.

Finally, from these figures, we can notice our placement
algorithm’s independence with respect to the scheduling algo-
rithm. Indeed, e.g., we can notice that the curves of FluidC
related to 4 and 8 registries in both cases (Random Scheduler
and PESS Scheduler) are pretty similar. This confirms that
our container registries placement algorithm is agnostic to the
specific scheduler used to distribute applications among the
network. This confirms the possibility of improving the appli-
cations’ instantiation time without modifying the orchestration
mechanisms of the applications.

Both experiments present results similar to the random
topology, showing the decreasing of non-started containers and
a shorter average deployment time in every scenario using
FluidC. We can highlight the cases with 4 and 8 registries

that have in average 32% better results with the random
scheduler, and 71% with the PESS scheduler.

VI. CONCLUSION

In this work, we present a novel deployment community-
based placement to distribute container registries on an edge
topology. Our solution optimizes the registries’ distribution on
the topology like communities in a relation graph. To do that,
we implement a two-phase algorithm that first generates a set
of communities based on the fluid communities algorithm and
then chooses, in each community, the most central node that
will be used as the host for the new registry. We validated
the solution with a series of simulations using two distinct
topologies and a random and realistic application scheduler,
showing enhanced performance in both cases. The total in-
stantiation time was optimized in the best case in more than
70%, and the small number of non-started containers can be
noted even with the best placement of just two registries.

We also consider this work as a starting point to understand
the management phase cost on a shared network with many
applications and how this impact can be diminished with a
better allocation of layers without fundamentally changing
the existing solutions on the container orchestration. In future
works, we want to improve the simulation scenarios, adding
more constraints and node limitations to establish the optimal
number of registries for a given topology.
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