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Abstract— Table-based routing is a common approach for a 
fault-tolerant Network-on-Chip (NoC). This approach is hard to 
scale, since the table size tends to grow according to the NoC size. 
To surpass this problem, some works, such as the Region-Based 
Routing (RBR), have proposed techniques for saving routing 
tables area. This work proposes an alternative routing technique 
finding among communication pairs selected by the RBR 
technique, shrinking the amount of bits used for setting up 
regions. The experimental results have shown that the proposed 
technique reduces the maximum and mean number of regions, 
decreasing the space used by routing tables, providing more 
scalable and efficient routing NoC. 
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I. INTRODUCTION 
A Network-on-Chip (NoC) is an architecture that provides 

efficient communication among hundreds, or even thousands, 
of cores in a System-on-Chip (SoC). Mesh is one of the most 
used NoC topologies, because of its regularity and scalability, 
where routers are interconnected as a grid shape and each 
router has one core connected to a local port. 

A mesh NoC with faulty links is an irregular architecture 
[1][2] and a well-known routing technique for irregular 
architecture based on routing tables [3][4][5]. However, 
routing tables reduce the scalability of the communication 
architecture, due to the spaces required for these tables that 
grow according to the network size. Thus, considering that 
NoCs often have to accommodate a large number of 
communication cores, table-based routing may become 
prohibitive shortly. 

This work proposes a new method for efficient 
minimization of routing tables using (i) Segment-Based 
Routing (SBR) [4] to generate routing constraints in a way to 
prevent deadlock occurrences, and (ii) Region-Based Routing 
(RBR) [5] to find routing paths between communication pairs. 
RBR decreases the space needed to save routing tables 
dividing the network into regions. However, when the NoC 
has a high irregularity level, even RBR requires huge tables to 
allow an efficient routing. The method proposed here 
decreases the number of regions generated by RBR, such as 
the number of bits needed to save each region. This new 
method changes the original way RBR selects its paths, 
making use of only one path among the communication cores, 
which, in turn, requiring fewer bits to save a region. 

The remainder of this work is divided as follows. Section 
II summarizes the SBR and RBR fundamentals. Section III 
details the proposed method. Section IV reports and discusses 
the experimental results. Finally, Section V presents the major 
findings and implications of this study. 

II. BASICS OF SBR AND RBR 
SBR is a routing algorithm based on turn prohibition 

which is composed of two phases: (i) segment computation 
and (ii) routing restrictions placement [4]. At the segment 
computation phase, the algorithm partitions the NoC into 
segments composed of routers and links, each segment is 
characterized by a turn restriction that makes the network 
deadlock-free. At the placement restrictions phase,  the 
algorithm defines that each segment contains a localized turn 
restriction that suits the routing of elements inside segment. 
SBR guarantee a deadlock freedom and fully connected NoC. 

On the routing-based table algorithm, the path that a 
message will go through is determined by querying the routing 
tables [6]. This implementation is often used for irregular 
networks routing. The main problems of this technique are 
size, energy consumption and querying time of routing tables 
that grow proportionally with the NoC size [1]. Consequently, 
this technique may not fit the requirements of networks 
containing a large number of routers. 

RBR is an implementation of a specific imposed routing 
that groups several targets on regions for each router [8]. Each 
region is defined for every destination reachable from the 
same set of input ports and is sent to the same output ports of a 
specific router. 

The RBR algorithm involves three steps: (i) the path 
computation, (ii) the region computation, and the (iii) region 
merge [5]. The network topology and the restriction set, 
imposed by SBR, enable to compute the possible routing paths 
for a specific source-destination pair. The algorithm, used to 
find paths, first tries to calculate all minimum paths, and if no 
minimum path exists for a specific source-destination pair, the 
algorithm computes a non-minimum path [5]. Thus, if there 
are not minimum paths, a single non-minimum path is used. 

The algorithm groups the computed paths into structures 
called ‘routing options’ that cover one input port, one output 
port, and one destination. Two routing options in the same 
router might have its output ports merged if both of them have 
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the same input port for some specific destination. Similarly, 
they might have its input ports merged if both have the same 
output port for a specific destination router. After the routing 
options merging, the algorithm computes the regions from 
these options. To do this, routers reachable through the same 
output ports and starting from the same input ports are 
grouped creating regions. Each region is represented by its 
input ports, output ports and by two routers (upper left and 
lower right), defining a rectangle containing all grouped 
destinations. Later, the algorithm merges the computed 
regions to avoid surpassing the maximum number of regions 
allocated for the routing tables. Two regions are allowed to 
merge if they form a new rectangle and if the output ports of 
one region is a subset of the output ports from another. 

Fig. 1 exemplifies the routing restrictions imposed by the 
SBR algorithm and the RBR mechanism. The dashed lines 
represent the regions for the encircled router. All packets 
arriving on the analyzed router traveling to a destination in 
one of the configured regions must be sent through a specific 
port. For example, if a packet is destined for region R1, it 
should be forwarded through the west port. 

Regions may be set for more than one output port, 
maintaining the adaptability of the algorithm. By guaranteeing 
its adaptability, the network becomes trustworthy, and delays 
decrease occur because congested routes or unexpected new 
faulty links may be circumvented. The determination of 
regions demands the joint use of input and output ports to 
analyze routing restrictions avoiding cyclic dependencies, and, 
therefore, possible deadlocks. It is important to mention that 
although the destinations of two regions may be overlapped, 
they will have a different set of input ports [4]. 

 
Fig. 1. An irregular 8×8 mesh NoC showing RBR applied to five regions [8]. 

III. THE PROPOSED METHOD 
The proposed method differs from RBR in the way it 

performs the path selection. A decrease in the number of used 
paths reduces the number of routing options, decreasing the 
number of regions [8]. Regarding this premise, we reduced the 
number of selected paths between a source-destination pair 
using link weight metric, which represents the number of 
paths crossing a specific link [4] and helps to determine the 
highest congested area of the NoC. This approach, guarantees 
a similarity increase between routing options on each router, 
which, in turn, merges the routing options easier decreasing 
the number of regions RBR produces. The algorithm computes 
all minimum paths among all communicating pairs to allow 

this selection. We grouped these pairs in ascending order 
according to their link weight. Then, the algorithm selects the 
weightiest path and updates the weights of the links. This 
update may affect other communicating pairs. Thus, the 
selection method repeats until the detection of a convergence 
on the links weights occurs. 

We implemented metrics to evaluate the number of 
generated regions, explore the efficiency of the proposed 
method and its impact on the NoC performance. To evaluate 
the efficiency of region reduction, we used the mean and the 
maximum number of regions as metrics. For this, we 
calculated the mean number of regions for the whole NoC and 
then collected its maximum values, allowing the comparison 
of sizes and fault percentages for each network. 

A. Generation of Irregular Mesh Topologies 
The method to generate irregular grids (represented by a 

graph) makes use of the network size and the desired 
percentage of faulty links, where the vertices represent routers 
and the edges represent links. On this graph, a faulty link is 
simply absent. The algorithm first generates a complete graph 
including all possible routers and links according to the 
network size. Subsequently, the exclusion of links occurs 
randomly in a manner that does not change network 
reachability until reaches the desired number of faulty links. 

B. Calculation of Maximum Fault Percentage 
Reachability is a communication property, which allows a 

packet, coming from a specific destination, to reach all the 
network routers. The fault percentage of network links directly 
affects reachability. When the fault percentage reaches a 
certain level, depending on the network size, reachability 
starts to decrease due to the presence of isolated NoC routers. 

We implemented a method to verify if a network within a 
certain amount of routers accepts a given percentage of faults, 
which enables to keep the maximum number of faults under 
its upper limit. This method evaluates the minimum amount of 
links allowed for each dimension and checks if its fault 
percentage keeps the network above this limit. 

Equations (1), (2) and (3) describe the maximum quantity 
of links without faults that enables, at least, one path to 
connect all routers; the quantity of links a regular N×M NoC 
mesh topology contains; and the maximum percentage of 
faulty links for having a connected network. 

× (1) 

× ×  (2) 
 (3) 

IV. EXPERIMENTAL RESULTS 
This section compares three selection path methods: (i) the 

RBR standard, which has the goal to search for all minimum 
paths; (ii) a random selection method that, similarly to our 
approach, searches for a unique path but without considering a 
special rule for path selection; and (iii) our proposed approach. 
The comparison, which encompasses the mean and the 
maximum number of regions and the amount of bits used for 
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region storing, enables to demonstrate the superior 
performance of our proposed method in reducing the amount 
of regions and occupied space. All data about the number of 
regions and quantity of bits used were obtained by running a 
Monte Carlo simulation with thousands of iterations, where 
each iteration generates a new faulty link scenario performing 
a new irregular network topology. These simulations start 
setting as constants a fault percentage and a specific network 
scale; then, generate thousands of random topologies and 
collect the mean and maximum region numbers of the whole 
network to use for analysis. 

A. Maximum and Mean Number of Regions 
Fig. 2 shows the maximum quantity of regions as a 

function of the percentage of faulty links according to the 
network size. The number of faults starts at zero increasing by 
increments of one unit until it reaches its limit. The resulting 
curves in Fig. 2 show a simulation corresponding to the 
classical RBR path selection and the path selection proposed 
here for a 7×7 mesh NoC (i.e., a NoC with 49 routers). 
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Fig. 2. Maximum quantity of regions regarding the percentage of faults. 

Fig. 2 displays two regions separated by a threshold 
represented by the intersection of both curves. Before this 
intersection, the classical RBR performs better, generating 
fewer regions. After the crossing point, the proposed method 
outstrips RBR. In the 7×7 mesh topology, the  
is 42.86%. At this point, both curves reach the same quantity 
of regions because there is only one possible path among all 
router pairs. Thus, both methods select the same path, which 
leads to the generation of the same regions. 

Fig. 3 compares the average quantity of regions reached by 
RBR and our proposed approach. It is possible to notice the 
resemblance between these curves and the curves shown in 
Fig. 2. However, on Fig. 3 the threshold is reached at a higher 
fault percentage. Fig. 2 shows that the proposed method is 
effective for NoCs with fault percentages beyond a certain 
threshold (in the 7×7 mesh NoC this percentage is 10.71%). 
Besides, even before this threshold, the difference between the 
proposed and classic methods is small. Fig. 3 shows that this 
threshold occurs when the fault percentage is equal to 14.29%. 
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Fig. 3. Average quantity of regions according to the percentage of faults. 

B. Evaluation of Fault Percentage Thresholds 
The thresholds presented in Fig. 2 and Fig. 3 are the 

starting points where the proposed algorithm starts to perform 
better when compared to RBR. Table I shows these thresholds 
for some NoC sizes (i.e., containing 16, 25, 36, and 49 
routers). 

Table I. Threshold of fault percentage regarding some NoC sizes. 

 
Table I suggests the existence of an inverse proportion 

between the decreasing values for the intersection points 
previously described with the increasing number of routers. 
Thus, the bigger the network, the lower the point where the 
proposed method outstrips the RBR algorithm. Therefore, the 
proposed method is more efficient for larger networks with 
more faults, which is common nowadays. 

C. Evaluation of the Quantity of Bits Used 
According to RBR, 22 bits are required for storing a 

region. Fig. 4 shows that the first 5 bits represent the input 
port, the subsequent 6 bits identify the upper left router, the 
next 6 bits designate the lower right router and the last 5 bits 
indicate the output ports (one bit for each port – north, south, 
west, east and local). 

lower right router

11 12 13 14 15 16

upper left router

5 6 7 8 9 100 1 2 3 4

input door

17 18 19 20 21

output door

lower right router

11 12 13 14 15 16

upper left router

5 6 7 8 9 100 1 2 3 4

input door

17

output 
door

18

all paths: 22 bits

proposed method: 19 bits

 
Fig. 4. Number of bits for storing a region. 

The proposed method makes use of only one path between 
2 routers and regions may have only one output port enabled, 
allowing to reduce the number of bits from 5 to 2, saving 3 
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bits for each region. This reduction is possible because it is 
possible to map up to 4 ports using 2 bits, all required ports 
are potentially represented. Thus, multiplying the average 
quantity of regions by the number of bits required for storing 
every region, it will result in the mean number of required bits. 

D. Comparing RBR, Our Method and Random Selection 
Fig. 5 compares the average quantity of bits required by 

RBR, our proposed algorithm, and the random selection. 
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Fig. 5. Average quantity of bits required for each selection method according 
to the percentage of faulty links on NoC. 

Firstly, we analyze our approach compared to the random 
selection method regarding that both use the same number of 
bits to store a region; i.e., both exclude the bits corresponding 
to the output ports. As one can attest, our proposed method 
shows a better performance regarding the average amount of 
required bits. It happens because our proposal allows a higher 
level of similarity between routing options, enabling that more 
paths cross the same NoC region. Therefore, although both 
approaches require the same number of bits for region 
representation, our method demands fewer bits because the 
number of generated regions is smaller, which makes this 
solution more efficient than the random selection. 

Comparing our approach with RBR, it is apparent that our 
approach requires fewer bits for all fault percentages. 
Inspecting Fig. 5 and Fig. 2 enables the identification of the 
specific point at which the proposed method generates a 
greater number of regions and where the number of bits 
required for table storage is considerably lower resulting in a 
reduction in the total amount of required memory. Hence, for 
any percentage of faulty links, the proposed method performs 
better than RBR, specifically in regards to the reduction in the 
number of required bits. 

E. Average Quantity of Regions Regarding NoC Sizes 
Fig. 6 illustrates the average number of regions for the 

simulated networks. Results show an increase in the average 
number of regions as the number of routers on percentages of 
faulty links increase. Although for a network completely fault 
free, the average amount of regions is the same regardless of 

the network size. However, an increase in the number of faulty 
links tends to increase the average quantity of regions. 

3

3.5

4

4.5

5

5.5

0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

M
ax

im
um

 q
ua

nt
ity

 o
f r

eg
io

ns

Fault percentage

16 routers
25 routers
36 routers
49 routers

 
Fig. 6. Comparison of the maximum quantity of regions for four NoC sizes. 

Fig. 6 shows two regions limited by a peak, which is 
equivalent to the maximum value of the average number of 
regions. Thus, for all simulated networks a fault percentage 
generates a maximum regions average. After this percentage, 
the average number of regions starts to drop again. 

V. CONCLUSIONS 
This work proposes a new method for path selection that 

allows finding the paths that produce higher levels of 
similarity between routing options. The experimental results 
show that our proposed method is superior to RBR [5] for a 
specific percentage of faulty links. Additionally, the results 
point out that the proposed method presents an average 
reduction of 12.94% of required memory when compared to 
RBR. Besides, the proposed method is more efficient than 
RBR for all tested percentages of faulty link. 
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