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Abstract—Performance testing involves knowledgement not
only about the application to be tested, its usage, and the
execution infrastructure; it also requires understanding of the
performance test automation tools employed – scripting, moni-
toring and configuration details. Performance script generation
is highly technology-dependent, with great variations from one
test engine (the workload generator) to another. The scenarios,
however, should not depend on that. In this paper, we present a
technology-independent format for test scenarios and test cases,
henceforth denominated abstract intermediate models, and the
process for deriving specific test scripts from them. Hence, we
can easily reuse test scenarios with different workload generators,
allow the performance engineers to edit the scenarios before the
script generation, and abstract details related to configuration of
workload generators and monitors. 1 2

I. INTRODUCTION

Performance testing is a highly specialized task. It in-
volves knowledgement about the application to be tested, its
usage profile, and the infrastructure where it will operate.
Furthermore, because it involves intensive test automation,
performance testing requires understanding of the performance
test automation tools that will be used. Hence, there is a
bottleneck in productivity of performance engineering teams,
due to the increasing complexity of the performance testing
tools and the workload to generate the test case/scripts.

An approach that could be used to automatically gene-
rate performance test cases/scripts is Model-based Testing
(MBT) [8]. MBT can be used not only to automatically
derive performance test scenarios from the System Under Test
(SUT) models, but also to automate the test execution. The
SUT could be modelled under a wide range of modeling
languages, such as state machine diagrams [9], Specification
and Description Language (SDL) [12] and Unified Modeling
Language (UML) [3]. Probably, the most widely used mode-
ling language in the industry is UML. The UML provides
a notation for modeling some important characteristics of
applications, allowing the development of automatic tools for
model verification, analysis and code generation. Performance
is one of these characteristics; it is the object of the UML

1Study developed by the Research Group of the PDTI 001/2012, financed
by Dell Computers of Brazil Ltd. with resources of Law 8.248/91.

2The order of the authors is merely alphabetical.

Performance Profile [10], which defines a standard way to
represent performance information in a UML model.

In previous works [5] [15], we described our technique
for deriving the test scenarios and the corresponding scripts
from UML diagrams. During experiments, we learned that
script generation is highly technology-dependent, with great
variations from one test engine (called workload generator) to
another. The scenarios, however, should not depend on that,
because they should be reused to generate scripts for several
workload generators. Thus, it would be wise to separate tech-
nology details from the process of generating test scenarios.

Information Technology (IT) companies, specially global
companies, frequently use different workload generators, due
to costs, marketing and/or different target execution platforms.
The reuse of the scenarios, combined with automatic script
generation, reduces overall testing effort. In addition to con-
tribute to a technology migration, the test scenarios could
have test information in a clear format and common to many
technologies. Therefore, this information could be easily used
to generate scripts to a wide range of performance tools, e.g.
LoadRunner [11] and Visual Studio [13].

In this paper, we describe our approach to generate test
scenarios and test cases, which could be used to derive scripts
to a wide range of workload generator. In order to accomplish
that, we defined a technology-independent format for test
scenarios, which we call abstract intermediate models, and
the process for deriving specific test scripts from them. Then,
we can easily reuse test scenarios with different workload
generators, also allowing the performance engineers to edit
the scenarios before the script generation and abstract details
related to configuration of workload generators and monitors.

The structure of this paper is organized as follows. Section II
discusses related background. Section III explains the conver-
sion from UML diagrams to test scenarios, discussing major
trade-offs and advantages. Section IV provides an example
demonstrating the abstract test scenarios that were derived
automatically from the UML diagrams.

II. BACKGROUND

Performance is a fundamental quality of software systems,
affecting all underlying layers of systems. Therefore, in order



to improve the software quality of applications, Software
Performance Engineering (SPE) is used to describe and pro-
vide means to improve the performance through two distinct
approaches: early cycles studies based on predictive models
and late cycles inspections based on measurements [18]. One
SPE activity is performance testing, responsible to perform
tests for part or for the entire system, under normal load
and/or stress load. Nowadays, there are some techniques, e.g.,
Record/Playback [14] and Model-based Testing, that are used
by some tools to automate the performance test case generation
and results analysis.

MBT [4] [8] [17] is a technique to test systems in which mo-
dels are designed to create testing models suitable mapping a
given reality a model is a useful way for into analyzing quality
properties and performance attributes as it eases understanding
and promotes divide-and-conquer rationale [1]. Thus, a SUT
model can be constructed anticipating problems that may
or may not arise in early design. However, the main usage
of MBT has been directed to the test of functional aspects
(defects) of software and only lately researchers are applying
some of its techniques towards non-functional testing.

Therefore, lately, an increasing numbers of works [2] [5]
[6] [15] discuss how to apply MBT and UML models to
automatic generate performance test cases and scripts. Most of
them apply MBT in conjunction with MARTE Profile [10], an
extension of UML for modeling performance requirements. Its
purpose is to provide modeling patterns with clear semantics,
allowing automated performance model analysis. Based on
the UML models, one can extract information for the tests
and then analyse the performance counters (e.g. throughput,
transactions per second and response time). Such informa-
tion is distributed throughout several UML diagrams, e.g.,
use cases (UC), activity (AD) and sequence diagrams. An
approach that depicts how this diagrams are used to represent
the information of performance testing is presented by [6],
in which a model designed in MARTE and composed by
UML diagrams was tagged with specific properties such as
probabilities on the incidence of use cases, response times for
each activity, resource availability, etc.

III. UML DIAGRAMS AND TEST SCENARIOS

The common first step adopted by the industry when testing
applications for non-functional properties is to choose a given
load engine among the various available tools. The decision on
which tool to best test an application involves several factors
such as familiarity (has been used before), pricing or target
software platform.

However, every workload manager has its own peculiarities,
configurations and tweaks as well as common operations to
be performed when mimicking user behavior within the SUT.
Thus, the test scenarios and scripts generated for some tool
can not be reused to another.

Figure 1 shows our approach, in which the main idea is to
convert high-level UML diagrams to an abstract intermediate
model suitable for the derivation of abstract test scenarios and
scripts to different workload manager. The main difference

between our approach and classic MBT abstract test suites is
the fact that we are interested in creating intermediate models
to use for performance testing rather than functional testing.
Another contribution is that we apply MBT to construct a
performance abstract test scenario. Based on that, can be
generated test scenarios and scripts for a wide range of
workload manager.
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Fig. 1. Model transformation engine

A. Abstract Intermediate Models

Our focus in this paper is generate a technology-independent
testing description from a MBT approach. Thus, we reuse
the applications models to generate an abstract intermediate
model that is a description of the test scenarios. It contains
information needed to instantiate the performance scripts, such
as loads, ramp-up time, total execution time etc., which can be
derived from the model, while abstracting script details such
as machine locations, API calls etc. An important issue when
using MBT to generate performance test scenarios and scripts
is define which UML diagram and which UML profile will be
used to annotate the needed information.

B. Transformation Methodology

This section describes how to convert UML models (mostly
UC and AD) into general purpose abstract intermediate mo-
dels. Before describing the overall methodology, we discuss
the UML annotation provided by other parties. Our approach
relies on the assumption that the UML models are carefully
annotated with high-quality information. We are trusting that
all stakeholders are interested in the process of discovering
the application’s problems and bottlenecks and also that all
involved personnel is committed to create comprehensive test
scenarios, allowing further reliable analysis.

The process of generating test scenarios from annotated
UML models must encompass a set of operations that must
be performed prior to the test execution. Our methodology
involves basically three steps:

1) UML Annotations Verification (Figure 1-a): We fo-
cus our attention to two broadly used diagrams present in
UML: Use Cases (UC) and Activity Diagrams (AD). This
step entails the evaluation if the models were annotated
with information that can be used to the generation of the
abstract model in the next step. Thus, to annotate these
information on the UML models we defined some UML tags
based on the UML profile to Schedulability Performance and
Time (SPT) [18]: a) <<TDtime>>: limits the performance



test duration(s) for the scenario(s); b) <<TDpopulation>>:
maps the number of virtual users that populates the system;
c) <<TDhost>>: describes the name of the host to connect
to; d) <<TDaction>>: specifies an action that must be taken,
e.g., the execution of a script; e) <<TDparameters>>:
represents two information: name and value, that must be
filled out to proceed, e.g., a login screen, or a search form;
f) <<TDprob>>: indicates the probability to decide the next
activity to be executed. It is used in the decision element model
within the ADs or annotated in the association element model
between actor and use case within the use cases diagram;
g) <<TDthinkTime>>: defines the amount of time units
each virtual user waits before taking another action. This tag
is used by a large set of workload generators to mimic user
behavior.

After this step, the UML models should satisfy the following
conditions: a) every UC have at least one or several ADs
counterparts; b) the AD is well-formed, i.e., contains an initial
and an end state; c) test plan with information regarding the
test itself, e.g., the type of test, the number of virtual users;
d) every activity is annotated with context information, i.e.,
user form and query string parameters and user think time
information.

2) Intermediate Model Generation (Figure 1-b): Our
abstract intermediate model is designed to be extensible and
modular, using hierarchical textual structures to represent
activities readily available in UML diagrams or other similar
representations of business processes (e.g. Business Process
Model Notation (BPMN) [7]). In fact, it is straightforward
to take any high-level business process representation and
directly transform it to a test scenario, however, the test must
be instantiated having a specific workload generator in mind.

This step is split in two abstract models: abstract test
scenarios and abstract test cases. Each abstract models is a
hierarchical structure that is used to map the AD to a textual
abstract representation retaining the order of events and the
parallel activities that must take place. This structure uses
a sequential numbering convention with appended activities,
e.g., 1, 1.1, 2.1 and so forth. Each activity is mapped to a
number, here defined as an activity number. The numbered
mapping is a visual aid to inspect sequential and parallel
relations within the abstract intermediate model.

Note that for the abstract model to function according
to our specification, it should contain only the fundamental
information to instantiate different test scenarios. The abstract
format suggested here is extensible and could be enhanced to
contain more information regarding performance tests for a
more complex test suite.

3) Workload Generator Instantiation (Figure 1-c): This
step is tool-oriented because it generates specific test scenarios
that must be created for each abstract intermediate model. We
explain how this is performed in the following sections. Our
approach shifts the concern on the performance test execution
itself to the description of an abstract model that captures the
needed test information looking up only to high-level (UML
models). Next, we present how to apply our approach to

generate scripts to two workload generators.

IV. EXAMPLE OF USE: GENERATING SCRIPTS BASED ON
ABSTRACT TEST SCENARIOS

This section describes an application scenario which our
approach is applied to generate abstract models. For this
purpose, we used the TPC-W benchmark [16] as an application
example and develop a tool to generate automatically the
abstract scenarios and then generate scripts for MS Visual
Studio and LoadRunner. The TPC-W is a transactional web
service benchmark that implements a benchmark and an e-
commerce application that is used by the benchmark (or by
any other workload generator).

To support the generation of scripts to test the TPC-W
application, we developed an application to parse the infor-
mation annoted in the UML models and generate the abstract
models (following the guidelines described in Section III).
This application is derived from the Software Product Line
called PLeTs [5] [15].

A. TPC-W UML Diagrams

The first step to apply our approach (Section III) to test
the TPC-W application is to annotate the TPC-W models. For
this task, we have created several UML based tags to represent
the performance information needed to generate the abstract
intermediate models. As a starting point we have annotated
three different use cases (shown in Figure 2): a) Browser: the
users performs browsing interactions; b) Registration:
the user fulfill a registration form; and c) Shop: the users
performs purchase interactions.

Fig. 2. TPC-W Use Case Diagram

Each actor present in the UC diagram contains information
for a specific test scenario. Thus, we define two different
test scenarios interactions for actors Customer and New
Customer. The test scenario for New Customer is a set
of interactions that will be performed over the set of use
case elements (Browser, Registration and Shop). It
is important to notice that each UC is related to a specific AD,
e.g., the AD present in the Figure 3 is related to the shop use
case (Figure 2). Basically, each AD represents the sequence
of activities performed by an actor over the application.
As depicted in Figure 3, the first activity is Home Page,
which is the TPC-W home page. After that, the user could



Fig. 3. TPC-W Activity Diagram

perform the following actions: selects a specific book category
(New Products) or performs a search for a particular book
(Search Request and Search Results). The activity
Search Request shows as a result a list of books to the
user. Hence, when selecting a book from this list (Search
Results), several information of the selected book are
displayed to the user (Product Detail). After that, the
user must perform one of the following activities: finish his
access to the application or continue on the website and make
a purchase (Shopping Cart). If the user decided for the
latter option, the next step is related to the registration of
customer (Customer Registration) in the application.
Then, the user fills some information of purchase such as
financial information (e.g. credit card number) and delivery
date (Buy Request). The last step checks if all information
is correct, then the purchase is confirmed (Buy Confirm)
and finishes the access to the application. This diagram has
also two decision elements in its flow, that represent the
probability of executing different paths in the system, e.g.,
the tag @homePage.searchRequest.prob between ac-
tivities Home Page and Search Request in the Figure 3.

As described in Section III, the UML diagrams can be
initially annotated with seven tags in our approach. The UC
shown in Figure 2, has four tags: TDpopulation,
TDhost, TDtime and TDprob. Each one has its
respective parameter, @customer.population,
@customer.host, @customer.time and
@newCustomer.BrowsingMix.prob. In relation to
our AD we have also included four different tags and their
respective parameter (see Figure 3).

B. Abstract Test Scenarios Generation

Once all the UML diagrams (see Figures 2 and 3) were an-
notated with performance informations, we apply our approach
to generate abstract test scenarios for the TPC-W application.
The creation of abstract test scenarios allows a later definition
of a workload manager and its test script templates.

Basically, an abstract test scenario defines the amount of
users that will interact with the SUT and also specifies the
users behavior. The abstract test case contains the information
regarding the necessary tasks to be performed by the user.

Figure 4 shows an example of an abstract test scenario
generated for the actor Customer. The amount of abstract
test scenarios generated based on a UC diagram is directly
related to the amount of actors modeled in the UC model, e.g.,
for the TPC-W example there are two abstract test scenarios.

Abstract Test Scenario: Customer
## Test Setting
Virtual Users : <<TDpopulation: @customer.population>>
Host of SUT : <<TDhost: @customer.host>>
Test Duration : <<TDtime: @customer.time>>
## Test Cases Distribution:
<<TDprob: @customer.Shop.prob>>
1. Shop
1.1. Shop 1
1.2. Shop 2
1.3. Shop 3
1.4. Shop 4
<<TDprob: @customer.Browser.prob>>
2. Browser...
<<TDprob: @customer.Registration.prob>>
3. Registration
3.1. Registration 1...
3.4. Registration 4

Fig. 4. Abstract test scenario of the actor Customer

As presented in Section III, the abstract test scenario has
the information related to the test context and the definition of
the abstract test cases that must be instantiated, including the
distribution of the number of virtual users for each abstract test
case. Thus, our annotation approach is divided in two groups:
1) Test Setting – describes the general characteristics that are
applied to the test context as a whole (extracted from the UC);
2) Test Cases Distribution – represents information specific to
the abstract test cases generated from each AD. In order to
accomplish that, each test case represent a user path in the
SUT. It is important to notice that the header of each abstract
test case contains probability information (see Figure 4) .

As show in Figure 5, the abstract test cases are built in a
hierarchical approach, in which activities are listed and orga-
nized according to the dependency between the AD activities
(represented by activity number). Figure 5 shows the abstract
test case based on one test sequence derived from the AD
(Figure 3). Furthermore, in the description of abstract test
cases there is a variation of parameters added to each activity,



which are composed by the name and the value of each tag,
showing the flexibility of the configuration models. A parame-
ter is the concatenation of two pieces of information: activity
name and tag name, preceded by the delimiter @. Although, the
tag TDprob has three pieces of information. The first of these
information is the tag name preceded by the name of two UML
elements. An example of that is presented in Figure 3 where
the tag TDprob @homePage.searchRequest.prob is
tagged in the UML association element between the UML
decision node and the target activity (Search Request).
The same notation is applied in the UC diagrams, where
the tag is applied between the UC Shop and the actor new
Customer.

#Abstract Test Case: Shop 3
1. Home Page

<<TDmethod : @HomePage.method>>
<<TDaction : @HomePage.action>>
<<TDparameters : @HomePage.parameters>>
<<TDthinkTime : @HomePage.thinkTime>>

2. New Products...
3. Product Detail...
4. Shopping Cart...
5. Customer Registration...
6. Buy Request...
7. Buy Confirm

<<TDmethod : @BuyConfirm.method>>
<<TDaction : @BuyConfirm.action>>
<<TDparameters : @BuyConfirm.parameters>>
<<TDthinkTime : @BuyConfirm.thinkTime>>

Fig. 5. Example of abstract test case generated from the Shop use case

It is important to notice that each tag parameter refers to
a data file (Figure 6), that is automatically generated. Thus,
when abstract test scenario and scripts are instantiated to
a concrete test scenario and scripts for a specific workload
generator, the tag parameter is replaced by a value extract
from a file.

@BuyConfirm.method:"POST"
@BuyConfirm.action:"http://localhost/tpcw/buy_confirm"
@BuyConfirm.parameters:[$ADDRESS.CITY, $ADDRESS.STATE]
@BuyConfirm.thinkTime:5

Fig. 6. Example of data file containing some parameters

C. Test Scenarios and Scripts Instantiation

Based on the abstract test scenarios and test cases presented
in Section IV-B, the next step is to generate concrete instances
(scripts and scenarios). This is a technology dependent step,
because the concrete scenarios and test cases are strongly
related to a specific workload generator that will directly
execute the test cases.

This is an important step on the automation of the per-
formance testing, because it allows the flexibility of choice
a workload generator or technology only in the execution
stage of the test cases. However, it is necessary an advanced
tool knowledgement to create scripts and scenarios. There-
fore, to demonstrate how our approach could be valuable

to a performance testing team, we presents how to generate
test scenarios and scripts for two workload manager: Visual
Studio (VS) and LoadRunner (LR). Basically, the VS and
the LR structure its test scenarios and scripts in two files.
One of them is a scenario file that is used to store the
test configuration, workload profile distribution among test
scripts and the performance counters that will be monitored
by the tool. The other file is a script configuration file
that is used to store the information about users’ interaction
with the application, including HTTP requests, as well as its
parameters and transactions defined between requests. Figure
7 shows the VS scenarios file that was generated to test
TPC-W. In this case, the MaxUser property corresponds to
the parameter @customer.population. Another tag that
has changed was the RunConfiguration with attribute
RunDuration that is related to the tag @customer.time.
The process to instrument a test scenario is based on a
template. Hence, the further information within the scenario,
that are not from the abstract test scenario are those standard
information present in any test scenario generated by the
workload generator.

<LoadTes t . . .>
<S c e n a r i o s>

<S c e n a r i o Name=” Customer ” . . .>
<T h i n k P r o f i l e Value=” 0 ” P a t t e r n =”On” />
<L o a d P r o f i l e P a t t e r n =” S tep ” I n i t i a l U s e r s =” 0 ”

MaxUsers=” 50 ” S t e p U s e r s =” 10 ” S t e p D u r a t i o n =” 0 ”
StepRampTime=” 60 ” />

<BrowserMix> . . .</ BrowserMix><TestMix> . . .</ TestMix>
<NetworkMix> . . .</ NetworkMix>

</ S c e n a r i o>
</ S c e n a r i o s>
<C o u n t e r S e t s> . . .</ C o u n t e r S e t s>
<R u n C o n f i g u r a t i o n s>

<R u n C o n f i g u r a t i o n RunDura t ion =” 7200 ” WarmupTime=” 300 ”
T e s t I t e r a t i o n s =” 100 ” . . .> . . .</ R u n C o n f i g u r a t i o n>

</ R u n C o n f i g u r a t i o n s>
</ LoadTes t>

Fig. 7. XML of test scenario generated for the Visual Studio (*.LoadTest)

Figure 8 presents a snippet of VS test scripts that was
generated to test TPC-W. In turn, Figure 9 shows a snippet
for LR. These test scripts were instantiated based on abstract
test case presented in Figure 5. Basically, the test scripts
are a set of several HTTP requests. Among the features
correlated in the set of test artifacts, we highlight the
following example: 1) Tag Request - in the VS the
attribute Url and the attribute web_submit_data
in the LoadRunner are related to the parameter
@BuyConfirm.action; the VS attribute ThinkTime and
the parameter lr_think_time LoadRunner are correlated
to the parameter @BuyConfirm.thinkTime; 2) Tag
QueryStringParameter - the VS and LoadRunner
attributes Name and Value are related to the parameter
@BuyConfirm.parameters.

V. FINAL CONSIDERATIONS

The present work proposed a common format to define
abstract intermediate models suitable for the instantiation of



<WebTest Name=” Shop 3 ” . . .>
<I t e m s>
<T r a n s a c t i o n T i m e r> . . .</ T r a n s a c t i o n T i m e r>
<T r a n s a c t i o n T i m e r Name=”Buy Confirm ”>
<I t e m s>
<Reques t Ur l =” h t t p : / / l o c a l h o s t : 8 0 8 0 / tpcw /

TPCW buy conf i rm serv le t ” ThinkTime=” 5 ” . . .>
<Q u e r y S t r i n g P a r a m e t e r s>

<Q u e r y S t r i n g P a r a m e t e r Value=”{{$ADDRESS . CITY}}”
Name=”CITY” . . . />

<Q u e r y S t r i n g P a r a m e t e r Value=”{{$ADDRESS . STATE}}”
Name=”STATE” . . . /> . . .

</ Q u e r y S t r i n g P a r a m e t e r s>
</ Reques t>

</ I t e m s>
</ T r a n s a c t i o n T i m e r>

</ I t e m s>
<V a l i d a t i o n R u l e s> . . .</ V a l i d a t i o n R u l e s>

</ WebTest>

Fig. 8. Test script generated for the Visual Studio

Ac t i on ( )
{

. . .
l r t h i n k t i m e ( 5 ) ;
web submi t da t a ( ” buy conf i rm . j s p ” ,
” A c t io n = h t t p : / / l o c a l h o s t : 8 0 8 0 / tpcw / TPCW buy conf i rm serv le t

” ,
” Method=POST” ,
” RecContentType = t e x t / h tml ” ,
” R e f e r e r =” ,
”Mode=HTML” ,
ITEMDATA,

”Name=CITY” , ” Value={{$ADDRESS . CITY}}” , ENDITEM,
”Name=STATE” , ” Value={{$ADDRESS . STATE}}” , ENDITEM,

LAST) ;
. . .

}

Fig. 9. Test script generated for the LoadRunner

test scenarios for different workload managers. Throughout the
paper we have discussed some important aspects on how to
use annotated UML models to derive an intermediate textual
format having the most important primitives that are needed
to construct comprehensive test scenarios. We also show how
to transform the abstract test scenarios in test script for two
workload manager.

Our technique provides an indication that generating
abstract models is a powerful means to derive effective
technology-independent test scenarios. It is important to high-
light that the creation of an abstract model for later definition
of a test script and scenario using a chosen workload manager
needs only to annotate a few selected data in the UML models.
Translating UML models to this representation is also more
comprehensible for end-users when they are tracking bugs or
trying to understand the flow of operations for a functionality.

We envision several future works to consider following
the present proposition. One could, for example, seamlessly
translate a different UML model (e.g. Sequence Diagram)
using our abstract model to generate scripts to some tool that
is based on a different testing technique, e.g, structural testing.
Another concern that has come to our attention is directed to
the description of an abstract model to relate more architectural
information in terms of the underline infrastructure of the
SUT, for instance, the use of virtualized environments or cloud
computing.
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