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Abstract—For almost 30 years, computer memory sys-
tems have been essentially the same: volatile, high speed
memory technologies like SRAM and DRAM used for cache
and main memory; magnetic disks for high-end data stor-
age; and persistent, low speed flash memory for storage
with low capacity/low energy consumption requirements
such as embedded/mobile devices. Today we watch the
emergence of new non-volatile memory (NVM) technolo-
gies that promise to radically change the landscape of mem-
ory systems. This work presents system-level latency and
energy impacts of a computer architecture with persistent
main memory using PCRAM and Memristor. Our experi-
mental results support the feasibility of employing emerg-
ing non-volatile memory technologies as persistent main
memory, indicating that performance penalties should be
mild, and energy improvements should be significant, up to
45.5% less when using PCRAM and 72.4% less when using
Memristor.

Keywords— Non-Volatile Memory, Persistent Main
Memory, PCRAM, RRAM, Memristor

I. Introduction

For almost 30 years the memory hierarchy used in com-
puter design has been essentially the same: volatile, high
speed memory technologies like SRAM and DRAM used
for cache and main memory; magnetic disks for high-end
data storage; and persistent, low speed flash memory for
storage with low capacity/low energy consumption require-
ments, such as embedded/mobile devices [1].
Today we watch the emergence of new memory technologies
that promise to significantly change the landscape of mem-
ory systems. Non-Volatile Memory (NVM) technologies
such as Phase-Change RAM (PCRAM), Magnetic RAM
(MRAM) and Memristor will possibly enable memory chips
that are non-volatile, require low energy and have density
and latency closer to current DRAM chips [2]. The cre-
ation of byte-addressable, non-volatile solid state memory
could make a significant amount of persistent main memory
available to computer systems, allowing for consolidating
these two different levels of the storage hierarchy — main
memory and persistent storage — into a single level, some-
thing that has never been possible before (at least not in
mass scale).
The advent of main memory as the primary persistent stor-
age can deeply affect the complete computing stack, includ-
ing application software, operating system, busses, mem-
ory system and their interaction with other devices, such
as processors and I/O adapters [3]. In order to fully as-

sess system-wide impacts in latency, energy, heat, space
and cost, it is required to take into account different layers
when modeling or simulating a computer system with per-
sistent main memory.
This work presents an evaluation of application workloads
in a hypothetical computer with persistent main memory,
through the use of experimental models and simulations,
aiming to identify the major system-level impacts of per-
sistent main memory in latency and energy.

II. Limitations of Current Memory Technology

The memory subsystem has become one of the most im-
portant topics in computer design, being one of the main
factors impacting system-level performance [1]. The high
level of sophistication attained by modern memory systems
is largely derived from the process predicted by Gordon
Moore in 1965 [4], known as Moore’s Law, which states that
the number of devices that can be integrated on a chip of
fixed area would double every 12 months (later amended to
doubling every 18–24 months). This behavior has made the
prediction of near-future product developments extremely
reliable because the underlying device physics, materials,
and fabrication processes have all been scalable, at least
until now [2].
An important issue for the near future concerns DRAM
approaching physical limits that might restrict its growth
in the next decade, creating a “power wall”. DRAM must
not only place charge in a storage capacitor but must also
mitigate sub-threshold charge leakage through the access
device. Thus capacitors must be large enough to store
charge for reliable sensing and transistors must be large
enough to exert effective control over the channel. Given
this context, predictions state that DRAM will face scaling
limitations as feature size continues decreasing [5]. DRAM
is also increasingly affecting the energy footprint of com-
puter systems, being responsible for as much as 40% of the
system energy budget in certain cases [6].
Due to these limitations, there is extensive research to cre-
ate new alternatives of memory technology that can ad-
dress these problems and prevent a “power wall” from be-
ing reached.

III. Emerging Memory Technologies

There are several new Non-Volatile Memory (NVM)
technologies under research today. One study [7] lists 13
such technologies: FRAM, MRAM, STTRAM, PCRAM,
NRAM, RRAM, CBRAM, SEM, Polymer, Molecular,
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Racetrack, Holographic and Probe, in different stages of
maturity. This study is limited to two of these technologies:
Phase-Change RAM and Memristor (a type of RRAM),
since they are among the most mature technologies being
considered as possible replacements for DRAM as main
memory.

A. Phase-Change RAM (PCRAM)

Phase-Change Random Access Memory (also
called PCRAM, PRAM or PCM) is currently the most ma-
ture of the new memory technologies under research. It re-
lies on some materials, called phase-change materials, that
exist in two different phases with distinct properties: an
amorphous phase, characterized by high electrical resistiv-
ity, and a crystalline phase, characterized by low electrical
resistivity [8]. These two phases can be repeatedly and
rapidly cycled by applying heat to the material [8], [2].
The principle of phase-change memory is known since the
1960s, but only recent discoveries of phase-change materi-
als with faster crystallization speeds led to the possibility of
commercial feasibility. The most important materials are
chalcogenides such as Ge2Sb2Te5 (GST), that can crystal-
lize in less than 100 ns [8]. In a memory cell, the SET
operation is achieved by crystallizing the material and RE-
SET by making it amorphous [2], [5].
PCRAM has been demonstrated to work in 20nm device
prototype and is projected to scale down to 9nm [8], [5].
The SET latency is the longest and determines the write
performance. Latencies of 150 ns for SET and 40 ns for
RESET operations have been demonstrated. Write energy
is determined by the RESET operation, which dissipates
480 µW , while SET dissipates 90 µW . The read latency
is 48 ns and dissipates 40 µW . Both read and write laten-
cies are several times slower than DRAM, although only
by tens of nanoseconds [5].
Endurance is bound to the number of writes. This hap-
pens because when current is injected into a phase-change
material, thermal expansion and contraction degrade the
contacts, so that currents can no longer be reliably injected
into the cell. The current write endurance varies between
104 and 109 writes, but it can be conservatively assumed
108 as a reasonable reference value [5], [9].

B. Memristor

Despite the fact that PCRAM also uses resistance vari-
ations to store bit values, the term Resistive RAM
(RRAM or ReRAM) has been applied to a distinct set of
technologies that explore the same phenomenon. There is
a long list of RRAM technologies [2], [7], [10]. This work
concentrates on the memristor [10], the most mature ex-
ample of RRAM being proposed as replacement for DRAM
as main memory.
Since the 19th century, three fundamental passive circuit
elements were known: the resistor, the inductor and the
capacitor. In 1971, Leon Chua theorized the existence of

a fourth passive circuit element, which he called the mem-
ristor [11], but no actual physical device with memristive
properties could be constructed. In 2008, a group of sci-
entists reported the invention of a device that behaved as
predicted for a memristor [12]. Later the same year, an
article detailed how that device could be used to create
nonvolatile memories [10].
A memristor is a two-terminal device whose resistance de-
pends on the magnitude and polarity of the voltage applied
to it and the length of time that voltage has been applied.
When the voltage is turned off, the memristor remembers
its most recent resistance until the next time it is turned
on. The property of storing resistance values means that a
memristor can be used as a nonvolatile memory [13].
This first memristor device created consisted of a crossbar
of platinum wires with titanium dioxide (T iO2) switches.
Each switch consists of a lower layer of stoichiometric ti-
tanium dioxide (T iO2), which is electrically insulating,
and an upper layer of oxygen-deficient titanium dioxide
(T iO2−x), which is conductive. The size of each layer can
be changed by applying voltage to the top electrode. If a
positive voltage is applied, the T iO2−x layer thickness in-
creases and the switch becomes conductive (ON state). A
negative voltage has the opposite effect (OFF state) [12],
[10], [13]. Several oxides other than T iO2 are known to
present similar bipolar resistive switching, and there are
multiple research projects in motion to explore these other
materials for similar memory device implementations [2].
A cell size of 10nm has been achieved and a size of 4–5nm
is predicted for the next few years [14], [13]. Access speeds
both for reads and writes are expected to be in the same
order of magnitude as DRAM speeds, within about a fac-
tor of two, likely around 100ns [15], [3]. Initial memristor
prototypes demonstrated limited endurance, in the order of
107 write cycles [3], but is expected to improve as research
progresses [13].

IV. Persistent Main Memory

The creation of a byte-addressable, non-volatile solid
state memory technology could make a significant amount
of persistent main memory available to computer systems,
allowing a collapse of two different levels of the storage
hierarchy — main memory and persistent storage — into
a single level, something that has never been possible be-
fore. The advent of main memory as the primary persistent
storage may deeply affect most computing layers, includ-
ing application software, operating system, busses, mem-
ory system and their interaction with other devices, such
as processors and I/O adapters [16], [17]. In order to fully
assess system-wide impacts in latency, energy, heat, space
and cost, it is required to take into account all these dif-
ferent layers when modeling or simulating a hypotethical
computer system with persistent main memory.
Such a system, with persistent storage collapsed into main
memory, would have impacts in several system aspects:

• Timing: the latency for reading/writing NVM cells
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tends to be higher than DRAM. On the other hand, with-
out the need to access high-latency block devices, the over-
all performance should be dramatically increased for most
applications.
• Energy: DRAM today accounts for about 30% of the en-
ergy consumption of a server, and disk is responsible for an-
other 10% [18]. These components consume both dynamic
power (used to change data) and static power (used for
data retention and component availability). Static power
used by DRAM is consumed mostly for memory refreshes,
and can account for more than half of the total power con-
sumption [9]; in disks, most static power is used to keep the
disk spinning and ready to answer requests with low laten-
cies. Static power consumption has also the disadvantages
of increasing with the memory size and not being energy-
proportional, i.e., it is constant over time instead of propor-
tional to the workload [18]. Typically, NVM technologies
have higher dynamic power consumption than DRAM, but
negligible static power consumption. Some studies project
that NVM can increase overall memory energy efficiency up
to 65% [19]. The precise order of magnitude of the energy
savings obtained through the removal of disks and replace-
ment of DRAM by NVM is not yet known, but based on
these facts, it is expected to be considerable.
• Heat: heat and energy are two intertwined subjects.
Heat emission tends to be proportional to energy dissipa-
tion. Today, air conditioning is the dominant solution to
cool datacenter servers. Air conditioning, in turn, is an-
other major power consumer. Its components, including
CRACs (Computer Room Air Conditioning), chillers and
humidifiers, account for about 45% of the total datacenter
power consumption [18]. Roughly speaking, in a datacen-
ter today for each dollar spent to power a server another
dollar is spent to cool it. Since energy and heat are so inter-
connected, thermal efficiency should also be very positively
affected by NVM adoption.
• Space: space is one of the less studied aspects re-
lated with the adoption of NVM. The volume occupied
by the internal components of servers is likely to be signifi-
cantly impacted. Magnetic disks have higher areal density
(bits/square inch) than solid state memory, but require sev-
eral components such as spindle, head, actuator and mo-
tor that make disk drives bulky units. The volume taken
by storage media is relevant both for mobile devices and
datacenters with high server density. The authors are not
aware of any existing study estimating the impact of NVM
on space.
• Cost: cost of NVM-based systems is another aspect not
studied so far. Specifically for datacenters, Barroso and
Holzle [18] proposed a cost model that considers the Total
Cost of Ownership (TCO) of the datacenter as being com-
posed of datacenter depreciation, datacenter operational
expenses, server depreciation and server operational ex-
penses. Their study demostrates that the electricity bill
is one of the major costs of a datacenter operation, and the
superior energy efficiency of NVM should have a positive
effect on it. On the other hand, the cost/bit of solid-state

memory today is much higher than disks: the cost of 1 MB
of DRAM is about $0.05, while 1 MB of disk costs about
$0.0003 [20]. There are not yet available market prices for
NVM, but it is expected that their cost/bit will also be
higher than disk, possibly by a significative factor. This is
another area pending study.

Looking at all discussed aspects, it becomes clear that the
impact of NVM-based persistent memory cannot be ade-
quately evaluated at component or subsystem level, but
requires a holistic assessment of computing systems. The
next section explores different system architectures that
can be considered.
The first proposals for the application of NVM technolo-
gies evaluated the individual replacement of existing mem-
ory hierarchy levels (such as processor cache, main memory
and persistent storage) by NVM counterparts, with gains of
performance and efficiency at subsystem level [19]. Most of
these proposals do not imply a radical redesign of comput-
ing systems as a whole, but localized changes to specific
subsystems. The advantage of this approach is avoiding
disruption on existing standards, with the limitation of not
exploiting the full potential of these technologies.
More recently, proposals for more radical system redesigns
started being published. A good example is the architec-
ture of Nanostores [17], that proposes parallel systems with
a massive number of low-cost processors co-located with
non-volatile data stores. This system is targeted for data-
centric workloads, such as search, sort and video transcod-
ing. Systems such as these have the potential for more
sophisticated uses of NVM technology, but depart more
radically from existing standards, which probably will re-
sult in later adoption.
In the present study, it is used a conservative approach of
a simple commodity system where DRAM is fully replaced
by non-volatile memory, either Memristor or PCRAM. No
other significant changes will be applied. The system as-
pects being analyzed are timing and energy.

V. Persistent Main Memory

Our target configuration is a single-processor Pentium
IV computer with 256 MB of main memory, simulated us-
ing Virtutech Simics [21]. The main aspects of the exper-
imental setup are described in Table I (the latency values
were derived from [5], [22], [15]). This setup enables us
to exercise variations in the memory technology parame-
ters in a very simple commodity system. We believe that
future systems with persistent main memory will have dif-
ferent characteristics, such as a much larger memory size
(comparable to current hard disks) and different physical
memory organization, since JEDEC’s DDRx does not sup-
port hundreds of Gigabytes. Our purpose is not to propose
a radical depart from current architectures, but to have a
first-order approximation of the impact of persistent main
memory in current designs. In addition, a system without
radical changes will probably be a necessary step in the
evolution of NVM adoption. Such a simple system allows

Authorized licensed use limited to: Pontificia Universidade Catolica do Rio Grande do Sul (PUC/RS). Downloaded on October 28,2022 at 16:54:08 UTC from IEEE Xplore.  Restrictions apply. 



TABLE I

Experimental target configuration setup.

Processor Pentium IV 100 MHz (single-core)

L1 Cache Size: 16 Kb (D-cache) + 16

Kb (I-cache)

Associativity: 4-way

(D-cache), 2-way (I-cache)

Penalty: picosseconds

Replacement policy: LRU

L2 Cache Size: 512 Kb

Associativity: 8x

Penalty: 10 ns

Replacement policy: LRU

Main Memory Size: 256 MB

Penalty:

technology-dependent

Disk 20 GB

OS Fedora Core release 5

(Bordeaux) Kernel:

2.6.15-1.2054 FC5

us to understand the changes with a single element varia-
tion: the memory technology used in the main memory. In
future works, we intend to simulate machines with much
larger amounts of main memory.
A set of workloads representing short common tasks was
exercised in three different technology scenarios: DRAM,
Memristor and PCRAM. The main memory latency and
energy model was changed in order to match these tech-
nologies, and all other simulation aspects remained un-
changed between the different scenarios. The technology
parameters for each scenario are depicted on Table II.
The workloads consisted in:
• gcc - compilation of a small application.
• gzip - compression of a text file using GNU/Linux gzip
application.
• sort - sorting of the contents of a text file using
GNU/Linux sort application.
In order to estimate the overall energy consumption of each
memory technology scenarios, it was used an energy model
that considers two separate elements:
1. Dynamic energy - the energy consumed in order to
read/write memory addresses.
2. Refresh energy - the energy consumed to keep the
memory contents alive. It is only relevant for DRAM, since
PCRAM and Memristor don’t need refresh due to their own
persistent nature.
Subthreshold power leakage is a third important compo-
nent of the total energy consumption. NVM should have
leakage at least similar to DRAM, or probably better, since
idle memory banks can be turned off without losing its con-
tents. This study haven’t considered leakage due to the
lack of published information on the leakage of memristor
memory devices at this moment.
Table II displays the input parameters that were employed
for each technology. These parameters were obtained us-

ing CACTI [23] (for DRAM) and NVSim [24] (for PCRAM
and Memristor).
Every scenario was executed three times, and the average
results are presented in the next section.

TABLE II

Technology parameters for DRAM, Memristor and PCRAM.

DRAM Memristor PCRAM

Read Latency (ns) 50 100 50

Write Latency (ns) 48 100 150

Read Energy (nJ) 3.4539 0.5729 27.1833

Write Energy (nJ) 3.4475 1.3475 1.3501

Refresh Power (mW) 0.0867 0 0

Feature Size (nm) 45 45 45

VI. Results and Analysis

TABLE III

Execution times for experimental workloads (CPU Time), in

seconds. Time deviation of Memristor and PCRAM relative

to DRAM are shown as percentage (%).

DRAM Memristor PCRAM

gcc 6.732 6.740 (0.12%) 6.780 (0.71%)

gzip 9.293 9.325 (0.34%) 9.409 (1.25%)

sort 30.998 31.262 (0.85%) 31.242 (0.79%)

The execution times for each scenario are shown in Table
III. We notice a mild degradation of performance in Mem-
ristor and PCRAM compared to DRAM. Altough Memris-
tor is considered here 2x slower than DRAM and PCRAM
write latency 3x slower than DRAM, the overall system
performance impact is below 1%. This is consistent with
the results published in similar studies [25], [6], [5], [22],
[9]. The main factor behind this phenomenon is the high
rate of L1 and L2 cache hits in a typical workload, which in
our experiments were consistently above 90% for L1 Read
and 84% for L2 Read.
A consequence of these observations is that main mem-
ory using Memristor or PCRAM cells still need processor
caches in order to avoid severe performance penalties. De-
sign proposals for persistent caches are explored in [26],
[27], [28], [29].
The main impact of non-volatile memories is on the energy
footprint of main memory, which is significantly smaller
in non-volatile technologies than DRAM. In Figure 1 we
can see that PCRAM consumed 10% more dynamic en-
ergy than DRAM, and Memristor consumed 45% less dy-
namic energy than DRAM. But the more dramatic differ-
ence comes from the static consumption made by DRAM
for refreshing its contents, which are not necessary in Mem-
ristor and PCRAM due to their non-volatile nature. In
the workload with larger duration (sort) the energy spent
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Fig. 1. Energy comparison by workload/technology, in µJ.

on refreshes surpassed the dynamic consumption of en-
ergy. Considering the total energy budget, in our ex-
periments PCRAM consumed in average 45.5% less en-
ergy than DRAM and Memristor 72.4% less energy than
DRAM, for the same workloads. The detailed energy con-
sumption results for each workload/technology can be seen
on Table IV.

TABLE IV

Energy consumption of experimental workloads, in µJ.

DRAM Memristor PCRAM

Dynamic 1076.73 595.58 1109.77

gcc Refresh 583.66 0.00 0.00

Total 1660.39 595.58 1109.77

Dynamic 827.57 428.54 841.88

gzip Refresh 805.70 0.00 0.00

Total 1633.27 428.54 841.88

Dynamic 1514.05 870.22 1897.64

sort Refresh 2687.53 0.00 0.00

Total 4201.58 870.22 1897.64

These results support the feasibility of employing emerg-
ing non-volatile memory technologies to craft persistent
main memory. Many architectural changes are required
in order to replace a three-level storage hierarchy (caches,
main memory, disk) by a two-level hierarchy (caches, main
memory), including memory devices, memory subsystem
organization and operating system support, but our pre-
liminary study, considering only changes in the memory
technology, indicates that performance penalties should be
mild and energy improvements should be significant. The
next step proposed in our study is to make changes at the
operating system and application software level in order to
avoid access to high-latency storage devices such as mag-
netic disks and flash memory. All data would be stored
in main memory, what is likely to yield expressive perfor-
mance improvements at system level.
Comparing Memristor and PCRAM, both are feasible to

be used. Memristor has performance advantages over
PCRAM due to more uniform read/write access latencies,
and benefits from a considerably lower dynamic energy.

VII. Related Research

Other studies have evaluated the usage of emerging non-
volatile memory technologies as main memory in commod-
ity systems, using PCRAM or hybrid DRAM+PCRAM de-
signs.
Lee et al. [5] propose memory subsystem enhancements in
order to craft PCRAM main memory overcoming the la-
tency and endurance limitations of the technology. These
enhancements include buffer reorganization and partial
writes (writing only modified data). The work of Zhou
et al. [9] tackles similar problems proposing a 3D die
stacked chip multiprocessor that puts together several pro-
cessors and main memory on the same chip. They also pro-
pose removing redundant bit-writes, wear leveling through
row shifting and segment swapping. The authors of both
these papers later made a proposal that combines their ap-
proaches [22]. These works focus on memory subsystem
enhancements in order to improve endurance and latency
of PCRAM main memory. Our work considers Memristor
as an alternative technology together with PCRAM, and
focuses on system-level issues, building upon memory sub-
system designs such as those proposed in the referenced
studies.
Qureshi et al. [6] described a main memory system using
a combination of PCRAM and DRAM. As a way to ad-
dress PCRAM low endurance and relatively slow access,
they propose a hybrid architecture where a DRAM buffer
is placed in the front of the main PCRAM storage. In or-
der to exploit this architecture, they propose mechanisms of
lazy-write organization, line-level writes, fine-grained wear-
leveling and page-level bypass for write filtering. Mogul
et al. [30] proposed a hybrid design for main memory
combining non-volatile memory with DRAM called FLAM,
with two variants: flash+DRAM and PCRAM+DRAM.
The motivation is a main memory that has less cost per
bit, lower power consumption and higher density. Accord-
ing to their proposal, the CPU would not be able to di-
rectly access the non-volatile memory area, and a migra-
tion mechanism (triggered by the operating system) al-
lows for data written in the DRAM buffer region to be
migrated to the non-volatile region. Condit et al. [31]
proposed a file system (called BPFS) designed for byte-
addressable, persistent RAM (BPRAM), a term they use
to designate NVM technologies such as PCRAM. They ar-
gue that with such technologies the file system should use
direct-mapped memory on the memory bus instead of block
devices through the I/O subsystem. They assume that
PCRAM is presented to the system as DDR-compatible
DIMMs available through the memory bus. A DRAM
buffer is present, and both PCRAM and DRAM addresses
are directly mapped by the CPU for both reading and writ-
ing. It is also assumed that the PCRAMmemory controller
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implements wear leveling and write failure detection mech-
anisms, such as the ones described in [6], [9]. Dhiman et al.
[25] propose an hybrid PCRAM/DRAM main memory sys-
tem called PDRAM, consisting of hardware enhancements
to the memory controller in order to manager access to
PCRAM pages, and software enhancements to the operat-
ing system page manager to perform wear leveling by page
swapping/migration. These works concentrate on hybrid
PCRAM+DRAM designs in order to improve PCRAM la-
tency and endurance as main memory. Our work consid-
ers uniform main memory using a single technology (either
Memristor or PCRAM) from a system-level perspective,
and does not explore detailed memory subsystem improve-
ments.
A system architecture called Nanostores [15], [3] has been
proposed, describing parallel systems with a massive num-
ber of low-cost processors co-located with non-volatile data
stores. This system is targeted for data-centric workloads,
such as search, sort and video transcoding, and represents
a more significant depart from current designs.
To the best of our knowledge, no previous work compared,
from a system-level perspective, both PCRAM and Mem-
ristor as uniform replacements for DRAM as main memory
technology in a simple commodity computer system.

VIII. Conclusion

This work presented a preliminary evaluation of work-
loads in a hypothetical computer with persistent main
memory, through the use of experimental models and sim-
ulations, aiming to identify the major system-level impacts
of persistent main memory in latency and energy.
It was observed that main memory using Memristor or
PCRAM cells still need processor caches in order to avoid
severe performance penalties. Overall performance of non-
volatile technologies in main memory is similar to current
DRAM results.
The main impact of non-volatile memories is on the energy
footprint of main memory, which is significantly smaller in
non-volatile technologies than DRAM. In our experiments,
PCRAM consumed on average 45.5% less energy than
DRAM and Memristor 72.4% less energy than DRAM, for
the same workloads.
The great challenge of using such technologies as main
memory is their low endurance. Wear leveling techniques
such as those described in [5], [22], [6], [9] are expected to
contribute positively.
The experimental results support the feasibility of employ-
ing emerging non-volatile memory technologies as persis-
tent main memory. Many architectural changes are re-
quired in order to replace a three-level storage hierar-
chy (caches, main memory, disk) by a two-level hierarchy
(caches, main memory), including memory devices, mem-
ory subsystem organization and operating system support,
but our preliminary study, considering only changes in the
memory technology, indicates that performance penalties
should be mild and energy improvements should be signif-

icant. As a future step, we propose to make changes at
operating system and application software level in order to
avoid access to high-latency storage devices such as mag-
netic disks and flash memory and store all data in main
memory, what is likely to yield expressive performance im-
provements at system level.
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