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Abstract—This paper presents an encoding time and 

encoding efficiency analysis of the Quadtree with nested Multi-

type Tree (QTMT) structure in the Versatile Video Coding 

(VVC) intra-frame prediction. The QTMT structure enables 

VVC to improve the compression performance compared to its 

predecessor standard at the cost of a higher encoding 

complexity. The intra-frame prediction time raised about 26 

times compared to the HEVC reference software, and most of 

this time is related to the new block partitioning structure. Thus, 

this paper provides a detailed description of the VVC block 

partitioning structure and an in-depth analysis of the QTMT 

structure regarding coding time and coding efficiency. Based on 

the presented analyses, this paper can guide outcoming works 

focusing on the block partitioning of the VVC intra-frame 

prediction. 

Keywords— Computational complexity analysis, Compression 

efficiency analysis, Block partitioning, Versatile Video Coding. 

I. INTRODUCTION 

Following a long line of success in video coding 
standardization, a collaboration between ISO Moving Picture 
Experts Group (MPEG) and ITU-T Video Coding Experts 
Group (VCEG) established the Joint Video Experts Team 
(JVET) to develop the Versatile Video Coding (VVC) 
standard [1]. VVC was designed to obtain a significantly 
higher coding efficiency than the High-Efficiency Video 
Coding (HEVC) standard [2] and to have a high versatility for 
effective use with different types of video content and 
applications. 

VVC improves the compression performance compared to 
its predecessor video coding standard, inserting many new 
techniques. This improvement includes new approaches for 
the block partitioning such as support for larger block sizes, 
effective block partitioning structure through the Quadtree 
with nested Multi-type Tree (QTMT) [3] that allows more 
flexibility for Coding Unit (CU) partition shapes and enables 
the luminance and chrominance to have a separate coding tree 
structure through a dual-tree coding structure [4]. The 
novelties of the intra-frame prediction, which is the focus of 
this paper, are: (i) increased the directional modes to 65 modes 
[4], (ii) enabled the use of more reference lines for the 
prediction through the Multiple Reference Line (MRL) [5], 
(iii) allowed a higher correlation of reference samples using 
Intra Subpartition (ISP) [6], and (iv) performed the prediction 
with the learning-based Matrix weighted Intra Prediction 
(MIP) tool [7]. Besides, several other modules also were 
improved, such as the inter-frame prediction with Affine 
Motion Compensation (AMC) [8], the transform with 
Multiple Transform Selection (MTS), [9] and the Low-
Frequency non-Separable Transform (LFNST) [10]. 

All these tools contribute to enhance the overall VVC 
compression efficiency. Bossen et al. [11] reported that these 
encoding tools implemented in the VVC Test Model (VTM) 
[12] 10.0 could provide about 25.1% of coding efficiency gain 

over the latest HEVC Test Model [13] 16.22, considering All-
Intra (AI) encoder configuration. However, while these coding 
tools enable a significant compression enhancement, the 
required computational effort of the VVC encoder rises about 
26 times compared to HM under AI configuration. 

This high encoding effort boosted the development of 
some works focusing on reducing the VVC encoding time. 
Several of these works [14]-[21] focused on reducing the 
computational cost of the QTMT partitioning structure, 
especially for intra-frame prediction. These solutions include 
fast CU decisions based on statistical analysis [14]-[17] and 
machine learning techniques [18]-[21]; all these solutions 
focus only on luminance blocks. Lei et al. [14] developed a 
fast solution to avoid unnecessary block partition evaluations, 
where a subset of directional intra-frame prediction modes is 
evaluated to estimate the horizontal and vertical partitioning 
cost of the current block. Saldanha et al. [15] proposed a fast 
block partitioning decision scheme for deciding the direction 
of binary and ternary partitions based on the intra-frame 
prediction mode selected for the current block and the variance 
of subpartitions. Fan et al. [16] developed a solution based on 
the current block variance, subpartition variance, and Sobel 
filter. Yang et al. [17] proposed a low complexity QTMT 
decision based on a machine learning technique; the decision 
trees are used as classifiers for deciding the block partitioning 
structure. Fu et al. [18] presented a fast CU partitioning 
algorithm using a classifier based on the Bayesian decision 
rule; the information derived from the current CU and 
horizontal binary splitting is used as a model input feature. The 
works of Tissier et al. [19], Zhao et al. [20], and Li et al. [21] 
proposed the use of a Convolutional Neural Network (CNN) 
to find the best block partitioning and reduce the encoding 
time. 

The works [22]-[25] analyzed several aspects of VVC, 
including performance comparisons with prior standards, 
memory assessment, and encoding and decoding time 
evaluations. The works [22] and [23] performed objective and 
subjective evaluations of the VVC performance compared to 
other video coding standards, such as HEVC and AOMedia 
Video 1 (AV1). Cerveira et al. [24] presented a memory 
evaluation of VVC, considering an overall memory profiling 
and an inter-frame prediction specific analysis. Pakdaman et 
al. [25] analyzed the VVC encoding and decoding time and 
memory requirements using a profiling tool. The timing 
results were obtained for the encoding modules of inter- and 
intra-frame prediction, transform, quantization, entropy 
coding, and loop filters. Saldanha et al. [26] presented an 
analysis of the VVC intra-frame prediction focusing only on 
encoding time and prediction tools. 

Although these works presented several VVC profiling 
details, none of them presented a detailed analysis of the block 
partitioning structure to evaluate the possibilities of encoding 
time reduction and the impact on the coding efficiency, which 
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are crucial to motivate and justify the proposed solutions. To 
fulfill this gap, this paper details the QTMT partitioning 
structure and analyzes the encoding time and coding efficiency 
of each block partition type used in the intra-frame prediction. 
Besides, this paper supports outcoming works to develop 
effective solutions targeting different aspects, including 
complexity reduction, complexity control, and real-time 
hardware design for VVC intra-frame prediction. 

II. VVC BLOCK PARTITIONING STRUCTURE 

VVC follows a block-based hybrid video coding approach, 
a classic concept of all major video coding standards such as 
HEVC and AV1. This approach splits each video sequence 
frame into blocks to be processed by intra- and inter-frame 
prediction, forward/inverse transform and quantization, and 
entropy coding. 

The block partitioning of modern codecs has a crucial role 
in compression efficiency due to the coding structure. Thus, 
several block partitioning structures were proposed and 
enhanced during the VVC standardization, resulting in a 
structure with larger block sizes than HEVC, which provides 
an efficient compression rate mainly for ultra-high video 
resolutions, and with flexible partition types capable of 
adapting to different texture characteristics. 

VVC divides each input frame into Coding Tree Units 
(CTUs) with up to 128×128 luminance samples and up to 
64×64 chrominance samples; each CTU can be recursively 
partitioned into smaller blocks called CU. To split these CTUs, 
VVC inherits the concept of Quadtree (QT) employed in 
HEVC and inserts the Multi-type Tree (MTT) partitioning 
structure, allowing square- and rectangular-shaped CU sizes 
through QT, Binary Tree (BT), and Ternary Tree (TT) [4]. 
These combined structures (QT+MTT) are called QTMT and 
enable six partition types, shown in Fig. 1. When a CU is 
defined as no split, the encoding process is performed with the 
current CU size; otherwise, CU is split using QT, BT, or TT. 

 

Fig. 1 – Partition types available in the QTMT partitioning structure. 

QT splits a CU into four equal-sized square CUs. BT can 
be defined as Binary Tree Horizontal (BTH) or Binary Tree 
Vertical (BTV); BTH and BTV split a CU into two symmetric 
CUs with horizontal and vertical directions, respectively. TT 
also can be applied in two directions, including Ternary Tree 
Horizontal (TTH) and Ternary Tree Vertical (TTV). Still, TT 
divides a CU into three smaller CUs, composed of a central 
one and two sides of CUs, having 50% and 25% of the original 
CU size, respectively. 

These block partitions can be applied for both luminance 
and chrominance samples. On the one hand, in P- and B-slices, 
which allow intra- and inter-frame prediction, the luminance 
and chrominance CTUs share the same coding structure. On 
the other hand, for I-slices (allow only intra-frame prediction), 
the luminance and chrominance can have a separate coding 
tree, known as Dual-Tree (DT) or Chroma Separate Tree 
(CST) [4]. 

The maximum and minimum luminance CU sizes 
processed in the intra-frame prediction are 64×64 (maximum 
transform block size) and 4×4 samples, respectively. 
Regarding chrominance, the maximum and minimum sizes are 
32×32 and 16 samples (8×2 or 4×4), respectively. 

Fig. 2 exemplifies the QTMT partitioning applied for a 
128×128 luminance CTU split into several CU sizes with 
different QT and MTT levels. Each colored line represents a 
block partition type; black lines denote the QT splitting, green 
and orange lines indicate the BTH and BTV splitting, 
respectively, and blue and red lines represent TTH and TTV 
splitting, respectively. 

 
Fig. 2 – Illustration of the QTMT block partitioning structure. 

Since the intra-frame prediction is performed only for 
64×64 or smaller blocks, the 128×128 luminance CTU is 
partitioned by QT splitting, resulting in four 64×64 CUs. 
Then, the QTMT depth starts from level one for the intra-
frame prediction. From that, each CU can be recursively 
partitioned using the QT structure. The QT splitting follows 
the same process used in HEVC. Additionally, each QT leaf 
node can be further partitioned in an MTT structure, which 
also can divide the CU recursively through BT/TT partitions. 
It is important to mention that the MTT structure can be 
applied only to QT leaf nodes, i.e., once a CU is split using 
MTT, no further QT splitting is allowed. 

III. PERFORMANCE ANALYSIS OF THE QTMT STRUCTURE 

As previously discussed, the high computational cost of 
the QTMT structure motivated several works to develop 
solutions for VVC block partitioning time reduction. To guide 
future works, this section aims to provide a detailed analysis 
of the new QTMT structure in the VVC intra-frame prediction. 
This analysis includes block size usage and coding time 
distribution, encoding time distribution between luminance 
and chrominance, and performance evaluation regarding both 
coding efficiency and encoding time reduction. The following 
analyses are performed with VTM 10.0 according to JVET 
Common Test Conditions (CTC) [27] under All-Intra 
configuration. The CTC specifies six classes of video 
sequences, where classes A1 and A2 are Ultra-High Definition 
(UHD) video sequences (3840×2160), and class B encloses 
Full-High Definition (FHD) video sequences (1920×1080). 
Classes C and D include lower video resolutions with 832×480 
and 416×240 pixels, respectively. Finally, Class E covers 
1280×720 video sequences. Each video sequence is encoded 
with four Quantization Parameter (QP) values: 22, 27, 32, and 
37. These experiments were performed into a server with the 
Ubuntu 20.04 operating system, AMD Opteron™ Processor 
6376, and 128 GB DDR3 memory. 

Fig. 3 (a) and (b) demonstrates the block size distribution 
for luminance and chrominance, respectively, through a heat 
map, indicating the usage percentage of each available block 
size. The results refer to the average among all video 
sequences and the four QP values specified in CTC. 

Since the MTT structure is not applied for 64×64 
luminance CUs, 64×N and N×64 blocks have no occurrences. 
For chrominance blocks, VVC inserts some restrictions for 
blocks with width or height equals to 2. In this case, VVC 
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allows only 8×2, 16×2, and 32×2 block sizes; however, the 
usage of 32×2 is smaller than 0.015%. 

This analysis shows that the QT splitting results square CU 
sizes with high usage, representing 35.3% and 37.2% of the 
total usage distribution for luminance and chrominance, 
respectively. However, the rectangular-shaped CU sizes 
represent more than 50% of the total usage distribution for 
both luminance and chrominance, demonstrating that the MTT 
structure also increases the coding efficiency significantly. 

 
(a) (b) 

Fig. 3 – Block size usage distribution for (a) luminance and (b) chrominance. 

Fig. 4 displays the encoding time distribution for 
luminance (Fig. 4(a)) and chrominance (Fig. 4 (b)) block sizes. 
One can notice that most of the encoding time is spent on 
smaller blocks, where about 80% of the encoding time is 
concentrated in 16×N, N×16, or smaller blocks, for both 
luminance and chrominance. Besides, the rectangular CU 
sizes (obtained with MTT splitting) represent about 74% and 
68% of the total encoding time for luminance and 
chrominance, respectively. 

 
(a) (b) 

Fig. 4 – Block size time distribution for (a) luminance and (b) chrominance. 

Fig. 5 presents the CU size distribution (luminance) for the 
first frame of the BasketballPass video sequence encoded with 
VTM 10.0 using All-Intra configuration and QP 37, allowing 
the usage case analysis of these partition types. One can notice 
that the block partition structure is strongly correlated with the 
image details. Fig. 5(a) and (b) illustrate this effect detaching 
a smooth region encoded with larger block sizes and a detailed 
region encoded with smaller block sizes, respectively. In the 
detailed region, several MTT structure levels and different 
directions of BT and TT partitions are employed according to 
the texture characteristics. In contrast, few QT and MTT 
splitting levels are required to provide effective compression 
in the smooth region. 

Compared to the block partitioning structure of HEVC, 
QTMT enables high flexibility to represent the block sizes and 
shapes. Thus, these block partition types can adapt to a wide 
variety of video characteristics, resulting in better coding 
efficiency. However, this high flexibility also results in more 
block sizes, increasing the encoding time significantly. 

 
Fig. 5 – CU size distribution for the BasketballPass video sequence 

highlighting (a) smooth and (b) detailed regions. 

Since VVC inserts the DT (or CST) encoding tool, it is 
interesting to analyze the encoding time distribution and 
understand the time reduction opportunities for each color 
component. Fig. 6 presents the encoding time distribution 
between luminance and chrominance components according 
to each QP. 

 
Fig. 6 – Encoding time distribution between luminance and chrominance 
components according to the QP. 

One can notice that slight variations in the encoding time 
distribution occur when QP varies. The luminance encoding 
represents the highest encoding time for all evaluated cases, 
obtaining up to 89.04% for QP 32. The highest chrominance 
encoding time is noticed for QP 22, representing 15.97% of 
the total. On average, luminance represents about 87% of the 
total encoding time. 

The subsequent analyses evaluate the Bjontegaard Delta 
bitrate (BDBR) [28] impact on the luminance channel and the 
Encoding Time Reduction (ETR) of limiting and removing 
some partition types of the QTMT structure for VVC intra-
frame prediction. We applied these modifications for both 
QTMT structures of luminance and chrominance. 

Table I presents the BDBR impact and ETR when limiting 
the maximum luminance and chrominance QTMT depth 
levels to 2, 3, and 4. Considering that QTMT starts with a 
depth level equals to one for the intra-frame prediction, QTMT 
depth 1 was not evaluated because only 64×64 luminance and 
32×32 chrominance CUs would be available, reducing the 
coding efficiency drastically. 

One can notice that limiting the QTMT depth can provide 
expressive encoding time reduction. As expected, the fewer 
possibilities of block partitioning to evaluate, the greater the 
ETR gain and BDBR loss, where QTMT depth 2 obtained the 
highest ETR and BDBR loss of 92.82% and 25.40%, 
respectively. In contrast, more possibilities of block partitions 
are evaluated for QTMT depth 3 and 4, resulting in less ETR 
gains and BDBR losses. 

In these evaluations, the highest video resolutions (classes 
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A1, A2, and B) presented a lower BDBR impact, while the 
highest BDBR losses were obtained in class E for QTMT 
depth 2 and class D for QTMT depth 3 and 4. Regarding 
encoding time, class A1 attained the lowest ETR gain for all 
QTMT depths evaluated. For QTMT depth 2 and 3 the highest 
ETR gains were obtained with class C, whereas class D 
presented the highest ETR gain for QTMT depth 4. 

Table I – Coding efficiency and encoding time reduction when limiting the 
QTMT depth. 

Class 

QTMT Depth 2 QTMT Depth 3 QTMT Depth 4 

BDBR 

(%) 
ETR 

(%) 

BDBR 

(%) 
ETR 

(%) 

BDBR 

(%) 
ETR 

(%) 

A1 11.43 89.73 3.69 77.29 1.02 52.47 

A2 14.79 93.48 5.32 83.89 1.62 60.82 

B 21.00 93.97 8.85 85.22 2.64 64.73 

C 34.68 94.88 16.79 87.27 5.53 71.68 

D 33.42 92.90 17.17 86.17 6.05 71.96 

E 37.10 91.99 14.96 83.21 4.51 63.21 

Avg 25.40 92.82 11.3 83.97 3.56 64.14 

Table II shows BDBR and ETR when removing BT (BT 
less) and TT (TT less) partitions. “BT+TT less” refers to 
remove both partitions, allowing only QT splitting (i.e., the 
same partitioning structure used in HEVC). This analysis 
demonstrates that BT and TT partitions are responsible for 
providing a high compression performance at the cost of a high 
encoding time; removing both partitions results in a 93.59% of 
ETR gain and 26.11% of BDBR increase. From this analysis, 
one can conclude that BT partition provides a higher 
compression performance than TT partition at the cost of a 
higher encoding time. 

Table II – Coding efficiency and encoding time reduction when removing 

BT and/or TT partitions. 

Class 

BT less TT less BT+TT less 

BDBR 

(%) 
ETR 

(%) 

BDBR 

(%) 
ETR 

(%) 

BDBR 

(%) 
ETR 

(%) 

A1 4.40 72.93 0.67 42.10 12.39 90.90 

A2 4.91 78.71 0.97 48.61 16.04 94.47 

B 5.84 77.58 1.11 48.38 22.10 94.71 

C 8.46 79.73 1.55 51.92 36.17 95.50 

D 6.68 77.49 1.32 51.38 30.72 93.10 

E 8.56 76.00 1.76 48.12 39.25 92.86 

Avg 6.57 77.07 1.23 48.42 26.11 93.59 

Like the previous analysis, the highest video resolutions 
(A1, A2, and B) presented a lower BDBR impact, however, 
the highest BDBR losses were noticed in class E for all cases 
in Table II. Considering the ETR, classes A1 and C presented 
the lowest and the highest ETR gains for all cases evaluated, 
respectively. On the one hand, when removing TT partitions 
class D presented a higher ETR gain than class B. On the other 
hand, disable BT partitions and both partitions (BT+TT less) 
allow class B to obtain a higher ETR gain than class D. 

Table III presents BDBR and ETR when removing 
horizontal (BTH and TTH) and vertical (BTV and TTV) 
partitions. This analysis displays that both horizontal and 
vertical partitions provide similar results of ETR and BDBR 
increase. The horizontal partition removal provides 79.95% of 
ETR gain with a 5.32% increase in BDBR; disabling the 
vertical partitions reduces about 79.42% of the encoding time 
with a 5.50% of BDBR increase. 

The lowest BDBR impacts here also were noticed in the 
highest video resolutions, whereas the highest BDBR impact 
was obtained with class E followed by class C and D. The 
lowest and the highest ETR gains were attained in classes A1 
and C for the cases evaluated in Table III, respectively. 

Table III – Coding efficiency and encoding time reduction when removing 
the horizontal or vertical partitions. 

Class 

Horizontal less Vertical less 

BDBR 

(%) 
ETR 

(%) 

BDBR 

(%) 
ETR 

(%) 

A1 3.75 74.73 3.33 74.16 

A2 3.67 80.42 4.04 79.97 

B 5.63 80.99 4.34 79.95 

C 6.54 83.21 6.45 82.55 

D 5.74 81.94 6.17 80.90 

E 6.61 78.42 8.64 78.99 

Avg 5.32 79.95 5.50 79.42 

According to our experiments, the ETR gains decrease as 
QP increases for all presented evaluations. This happens 
because low QP values retain more image details, producing 
more heterogeneous regions, which are encoded with smaller 
block sizes and different block shapes. In contrast, high QP 
values attenuate the image details, producing more 
homogenous regions that are better encoded with larger block 
sizes. Besides, the ETR gain significantly reduces for 4K 
video sequences compared to other video resolutions when 
considering higher QP values since this video resolution is 
already encoded with larger blocks than the others, especially 
for high QP values. 

IV. DISCUSSION AND CONCLUSIONS 

This work presented an encoding time and compression 
performance assessment for the new block partitioning 
structure (QTMT) for the VVC intra-frame prediction. The 
VVC intra coding time increased expressively compared to its 
predecessor standard, and most of that encoding time is related 
to the block partitioning structure. 

This work presented the block size usage distribution to 
demonstrate the efficiency of the new VVC partition types, 
which are used more than 50% for both luminance and 
chrominance components. Moreover, although VVC allows 
the dual-tree structure, the luminance encoding consumes the 
highest encoding time. However, real-time processing cannot 
neglect 13% of encoding time associated with the 
chrominance encoding. The BDBR and encoding time 
reduction analyses demonstrated that effective solutions for 
early terminating the QTMT depth evaluation could provide 
significant encoding time reduction; however, inaccurate 
decisions tend to generate significant drops in the coding 
efficiency. Besides, solutions capable of deciding between BT 
and TT partitions or horizontal and vertical direction also can 
provide interesting encoding time reductions, and for some 
cases with less encoding efficiency loss compared to limiting 
the QTMT depth. 

Considering the presented results, one can conclude that 
heuristics, based on statistical analysis and/or machine 
learning, able to adaptively explore a combination of the 
different encoder reduction methods considering the video 
features and encoder behavior are promising approaches to 
provide high encoding time reduction while maintaining the 
coding efficiency. Then, the presented analysis is important to 
understand the VVC block partitioning structure and to 
support outcoming solutions focusing on complexity 
reduction, complexity control, and real-time hardware design 
for VVC intra-frame prediction. 
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