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a b s t r a c t

This paper describes CAFES, an extensible, open-source framework supporting several tasks related to
high-level modeling and design of applications employing complex intrachip communication infras-
tructures. CAFES comprises several built-in models, including application, communication architecture,
energy consumption and timing models. It also includes a set of generic and specific algorithms and ad-
ditional supporting tools, which jointly with the citedmodels allow the designer to describe and evaluate
applications requirements and constraints on specified communication architectures. Several examples of
the use of CAFES underline the usefulness of the framework. Some of these are approached in this paper:
(i) a realistic application captured at high-level that has its computation time estimated after mapping
at the clock cycle level; (ii) a multi-application system that is automatically mapped to a large intrachip
network with related tasks occupying contiguous areas in the chip layout; (iii) a set of mapping algo-
rithms explored to define trade-offs between run time and energy savings for small to large intrachip
communication architectures.

© 2010 Elsevier Inc. All rights reserved.
1. Introduction

Recent silicon technologies allow the implementation of com-
plex Systems-on-Chip (SoC) with an excess of one billion tran-
sistors integrated in a single chip [3]. The amount of modules
communicating inside such a chip can also be quite large, reach-
ing several dozen modules [33]. Additionally, current and future
data-intensive applications like multimedia point to growingly
communication-centric systems [16]. This increases the need for
special intrachip communication resources to cope with the tight
requirements of SoC design. There are plenty of architectures for
on-chip communication suitable to deal with such requirements,
including split busses [10] and several flavors of networks on chip
(NoCs) [4].

NoCs have been proposed to provide high scalability, reusabil-
ity and reliability. They usually display features to fulfill specific
requirements such as energy consumption and latency. However,
their design also brings up new challenges. To illustrate these chal-
lenges Fig. 1 depicts the process of solving two relevant problems
in NoC-based SoC design: the partitioning and mapping synthesis
steps. The partitioning synthesis step defines an optimal grouping of
tasks on application modules. The mapping synthesis step consists
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in finding an association of each of n tasks to a given location in
the communication architecture that minimizes some (often com-
plex) cost function. The cost function may include combinations
of latency and/or power dissipation figures. Assuming there are n
equal regions here called tiles, to where it is possible to assign any
of the n modules, there are clearly n! possible distinct mappings.
It is possible to devise trivial algorithms that inspect each map-
ping and find the best solution, but this is obviously unfeasible for
SoCs with hundreds of modules. Thus, the search of a SoC optimal
implementation requires efficient algorithms and sound models.
Referring to Fig. 1, given an application defined initially by a set
of tasks (ti), the partitioning process groups tasks into nodes (ni),
while the mapping process binds these nodes to specific tiles (τi)
of the communication infrastructure.

This paper proposes a framework called Communication Anal-
ysis For Embedded Systems (CAFES) to automate and/or ease the
execution of design tasks at the architectural level. The initial
development of CAFES targeted the evaluation of energy con-
sumption in communication architectures. CAFES is extensible in
several directions, and already displays capabilities to support in-
trachip communication architecture design tasks like: (i) Model
applications in their communication and computation aspects;
(ii) Model several features of different intrachip communication
architectures; (iii) Develop and integrate algorithms for design
tasks such as mapping and partitioning over an intrachip com-
munication architecture; (iv) Estimate static and dynamic power
dissipation, as well as message latency, for a set of intrachip
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Fig. 1. Partitioning and mapping an application description (set of tasks) to a NoC-based SoC architecture.
communication architectures; (v) Evaluate application execution
time at various abstraction levels; (vi) Estimate energy consump-
tion and latency of a communication architecture for gate level
descriptions; (vii) Generate synthetic applications for a set of appli-
cation models; (viii) Automated model conversion; (ix) Generate
application-specific traffic; (x) Support new algorithms, applica-
tions models and target architecture models through framework
built-in extensibility features.

Under a user’s point of view, CAFES is a framework for design
space exploration of the communication infrastructure, enabling
the evaluation of different mapping heuristics and communication
models, and targeting latency and power/energy estimations.
Other frameworks presented in the literature target the design
space exploration of NoC structural parameters, such as number
of virtual channels, topology, buffer depth, routing algorithm.
Examples of such frameworks are ATLAS [24], the framework
supporting theµSpiderNoC [7], and commercial services like those
offered by Arteris or INOCs Structured Interconnects.

This paper is organized as follows. Section 2 explores some re-
lated work. Section 3 introduces the main features and function-
alities of the CAFES framework. Section 4 presents and compares
models already supported by the framework to capture applica-
tions structure and/or functionality. The models consider com-
munication and computation. Section 5 describes communication
architecture models, and some models used for energy consump-
tion and timing estimation. Together with models described in
Section 4, these are used to estimate some relevant design require-
ments. Section 6 describes some of the additional CAFES built-in
tools and facilities. Section 7 draws conclusions and depicts ongo-
ing work.

2. Related work

NoC frameworks have to consider applications, SoC and/or
MPSoC architectures and even overall system features. This section
presents a brief account of some currentworks related to the topics
addressed by the CAFES framework.

One encompassing framework for NoC generation and ap-
plication production involves the xpipes compiler [14] and the
SUNMAP [26] tools. The former can generate NoC components by
specializing a library of soft macros (containing routers, network
interfaces and link architectures), while the latter can help in the
selection of a NoC topology and the customization of the topology
to fulfill application requirements. All these tools base the develop-
ment of NoC implementations from the Xpipes NoC architecture.

Krasteva et al. [17] present a framework for fast emulation
and NoC prototyping. The framework provides a library composed
by reusable hardware cores (i.e. pre-placed and pre-routed cores,
and partial configuration files). Using partial FPGA reconfiguration
can avoid whole system re-synthesis, enabling fast architecture
analysis.

Palermo and Silvano [29] present PIRATE, a framework for high-
level exploration of NoC power and performance trade-offs at
varying traffic patterns. This work proposes amethodology to gen-
erate and to simulate a NoC whose interconnection elements and
switches are configurable, which permits building different on-
chip topologies. The framework includes facilities to: (i) generate
several NoC topologies (e.g. Octagon, Cube and Mesh) in Verilog
RTL; (ii) estimate power consumption by a power characterization
flow; (iii) enable timing verification by cycle-based simulation.

Talwar et al. [32] present a study on NoC power, latency and
throughput trade-offs. They vary micro architectural and circuit
level parameters and use as support a NoC exploration framework
capable of topology generation and comparison, using parameter-
ized models of routers and links described in SystemC.

Dolif et al. [6] describe a framework for multi-task applica-
tion mapping onto MPSoC platforms. A complete stochastic allo-
cation and scheduling framework validate abstract models of
system components and assess constraint satisfaction and objec-
tive function optimization. The framework provides an MPSoC
virtual platform to accurately derive input parameters and allows
describing an application by using models whose computation
time, amount of communication and storage requirements are an-
notated. Then, the application can be simulated, and tasks are allo-
cated and scheduled to an MPSoC execution platform.

Several other framework proposals can be found in the litera-
ture. One important distinguishing feature of CAFES is its capacity
to support several application and abstract communicationmodels
of varying complexities and accuracies, as well as its open-source
structure that supports extension to encompass new models.

3. CAFES framework architecture

This section describes the CAFES framework. Section 3.1
establishes the set of assumptions of the current version of the
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Fig. 2. CAFES framework and its interaction with external entities.
framework and gives some directions to where it may evolve.
Sections 3.2–3.4 comprise the description of the framework
architecture in itself. Finally, Section 3.5 gives a hint on how the
CAFES user interface works.

3.1. CAFES framework assumptions

No framework can encompass the whole diversity of NoC-
based systems existing today. CAFES was initially built with
application scalability problems in mind. The software structure
allows inserting new features and enforces the reuse of already
available features, providing the environment with extensibility.
To achieve this, some assumptions and constraintswere necessary.

Among SoCs that employ NoCs as target communication ar-
chitecture, many propose irregular and/or dedicated NoC topolo-
gies to account for power efficiency and maximizing performance.
However, it is instructive to observe the related trends predicted
by the ITRS. For example, the ITRS 2008 Update [13] estimates that
themaximumnumber of processingmodules (CPUs plus others) in
a complex SoC for non-portable systems will grow from around 25
in 2010 tomore than 280 in 2020. For portable systems SoCs values
are even more impressive, going from around 80 modules in 2010
tomore than 800 in 2020. Clearly, managing future systems design
complexity and fulfilling their time to market demands may lead
to increasing use of regular communication architectures. Accord-
ingly, the CAFES framework supports a set of regular topologies,
including 2D mesh and 2D torus. This enables simple and sound
modeling with pre-characterized parameters, making it easier to
evaluate several distinct communication architectures. Of course,
expansions may be necessary to encompass other topologies, such
as fat trees and butterflies as well as irregular topologies. CAFES
also contains a library of algorithms dedicated to on-chip com-
munication analysis, including generic optimization for mapping
such as tabu search [9] and simulated annealing [34]. These can be
adapted to solve other problems such as partitioning and/or incre-
mented with alternative algorithms for these and other problems.
The framework also contains a library to support themanipulation
of generic data structures, such as graphs and binary search trees,
which are normally used to build application and communication
architecture descriptions.

At the low end of the implementation issues, all uses of the
framework dealt so far only with synchronous systems. However,
it is well accepted today that complex systems cannot be fully
synchronous. Accordingly, CAFESmodels, especially lower abstrac-
tion models, need to consider other communication architectures
paradigms, such as globally asynchronous, locally synchronous
(GALS) and fully asynchronous.

3.2. CAFES framework general structure

Fig. 2 shows the structure of the CAFES framework and its
interaction with external entities. This figure is separated into four
horizontal regions: two related to the CAFES internal structure
(central regions) and two other, related to external entities (top
and bottom regions). Integer numbers inside a dark circle refer
to the basic flow for solving the mapping problem within CAFES,
as described in Section 3.3, and section numbers inside dotted
rounded rectangles point to the paper section that details the topic.

The top region in Fig. 2, called External Front End comprises
the (human) application designer and the ATLAS framework [24]
that can generate synthesizable NoC models used by CAFES. The
next region, CAFES Front End, is the focus of the work and
will be explored in detail later in this section. Next, the CAFES
Back End region enables two kinds of actions: (i) Certification
of high-level models from the CAFES Front End, through the use
of both simulation and tuning of high-level models from lower
level information; (ii) Synthesis of lower level descriptions from
high-level descriptions. Finally, the bottom region (External Back
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End) shows some of the employed commercial design tools and
libraries. The Back End regions serve the purpose of calibration of
the environment. They define a flow that executes just once for a
given technology-NoC type combination.

3.3. CAFES front end

Referring to the circled numbers in Fig. 2, obtaining a solution
to the mapping problem starts when the designer chooses an
application model to use (1). With this model he employs
related tools from the environment, such as graphic editors,
to produce the application description (2). Next, the use of
ATLAS [24,28] allows producing a NoC functional description
(3) [25]. During this phase, ATLAS and CAFES generate a set
of relevant NoC parameters (4). The application description, the
NoC functional description and the NoC parameters are inputs
(5) to a mapper tool that produces a NoC-mapped application
description (6). Besides this basic flow, the CAFES Front End
comprises several accessory tools that complete its functionality.
Some degree of compatibility exists among application models.
Accordingly, the environment offers a Model Converter tool with
functionality discussed in Section 4.7. Additionally, CAFES supports
a straightforward analysis of application characteristics from the
initial description, using the High-level Analyzer tool, approached
in Section 6.3. To enable fast production of benchmark examples,
CAFES includes a Synthetic Application Generator, described in
Section 6.4. After mapping an application to a synthesizable NoC
description it is possible to simulate the whole system at the RTL
level, as long as the Testbench Generator tool is used, as described
in Section 6.5.

3.4. CAFES back end and external back end

To implement the model certification and synthesis actions,
the CAFES Back End includes in-house and commercial tools. The
main back end data repository is called the Digital Cell Library in
Fig. 2 (e.g. TSMC or IBM) [15]. With the Digital Cell Library set up,
an instance of a NoC functional description (RTL) undergoes logic
synthesis. This generates a low level NoC description, which serves
to refine a model that includes long metal lines delays, computed
with the CAFES Metal Lines Adder tool. The refined description is
the input of logic and electrical simulations, by selecting specific
modules of the NoC. The obtained logic and electrical descriptions
are then simulated and the resulting simulation data is input to
the Model Certifier that compares logic and electrical simulation
results with previous electric NoC Parameters. This enables the
successive certification and tuning of the original NoC parameters.
After concluding this calibration step, the framework is able
to provide accurate high-level estimations for the design space
exploration process. No recourse to these calibration steps is
necessary during regular use of CAFES for design exploration.

3.5. CAFES user interface

From the opening screen of CAFES, partially displayed in Fig. 3,
the designermay select an applicationmodel and target communi-
cation architecture. Hemay also select a specific synthesis/analysis
tool (on the Tools Menu) to use during the communication archi-
tecture analysis. Section 4 details the application models depicted
in the figure.

CAFES employs somebasic communication architecture param-
eters for energy consumption and execution time estimations. At
the moment, these parameters have default values characterized
according to the target architecture and pre-defined CMOS tech-
nologies. Nevertheless, the designer may change any of these val-
ues to fit other technologies. This can take place after choosing a
Fig. 3. CAFES initial screen, displaying the choice of application models and target
communication architecture.

Fig. 4. Interface for setting target architecture parameters for 2D mesh
topology and applications modeled with ECWM. The displayed energy parameters
correspond to the CMOS TSMC 0.35 µm technology.

given application model. For instance, when the Extended Com-
munication Weight Model (ECWM) is selected together with a 2D
mesh topology NoC, XY routing and wormhole switching, CAFES
shows the parameters as illustrated in Fig. 4. Section 5.2 provides
a discussion on how to define these parameters. Most parameters
are independent of application models. Exceptions are the NoC En-
ergy Parameters, since only ECWM considers the bit transition ef-
fect, as described later, in Section 4.2.

4. Application models

Taking into account only the communication architecture de-
sign, the most relevant aspects of an application model are: (i) the
exact instant when a communication occurs and for how long
this communication occupies communication resources; (ii) the
amount of data communicated; and (iii) the communication data
pattern. Even when the number of aspects is reduced, there are
several possible application models with different features that
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(a) ECWM graphic description. (b) Corresponding textual description.

Fig. 5. Example of a synthetic application captured with ECWM.
can be employed. According to the chosen application model, it
is possible to evaluate some application requirements and con-
straints with different algorithms, creating distinct trade-offs of
accuracy, computation time and memory consumption. Depend-
ing on the selected application model, the designer may explore
distinct computation and/or communication aspects. Most models
proposed here are independent of the adopted target communica-
tion architecture. In addition, the framework supports extensions
of the built-inmodels to other applicationmodels. Currently CAFES
includes six application models and the Model Converter tool that
are described in the rest of this section.

4.1. Communication weight model (CWM)

CWM models an application by its communication volume,
which is defined by the number of bits transmitted by all com-
munications during application execution. CWM is the simplest of
CAFES built-in model. It is normally dedicated to estimating dy-
namic energy consumption of the target communication architec-
ture. CWM facilitates the application modeling, since it is possible
to use e.g. RTL simulation to count the number of bits transmitted
by any source to any target. Similarmodels exist, including the Core
Graph of Murali and De Micheli [27] and the Application Character-
ization Graph of Hu and Marculescu [11].

CAFES implements CWM using a communication weight graph
(CWG), which is defined as a directed graph CWG = ⟨M, C⟩, where
M = {m1,m2, . . . ,mn} is the set of application modules, corre-
sponding to the CWG vertices, and C = {(mi,mj, wij)|(mi,mj) ∈

M and wij ∈ N∗
} denotes the communications channels between

application modules, corresponding to the CWG edges. The edge
weight wij in (mi,mj, wij) represents the amount of bits transmit-
ted frommi tomj.

4.2. Extended communication weight model (ECWM)

According to [23], to estimate the energy consumption of the
communication architecture accurately, it is important to know
not just the amount of bits transmitted but also how many tran-
sitions occur during the transmission. The absence of this infor-
mation can lead to errors of up to 45% in the energy consumption
estimation. To minimize this error, the authors of [23] proposed
to improve CWM by including the number of transitions occurred
between successive bit transmissions. This new model is called
ECWM.

CAFES implements ECWM using an extended communication
weight graph (ECWG), which is defined as the directed graph
ECWG = ⟨M, T ⟩. As defined before, M is the set of application
modules and wij is the amount of communications. Assuming σij
is the number of bit transitions occurred on all packets sent from
mi to mj, then T = {(mi,mj, wij, σij)|mi,mj ∈ M, wij ∈ N∗, σij ∈

N} is the ECWM edge set. In practice, σij may be expressed as
a percentage of wij. T represents all communications between
modules, containing both the amount of bits and the amount of
bit transitions.

The designer may describe ECWG manually or extract ECWG
automatically, during the application RTL simulation, by capturing
the volume and switching activity of the bit traffic in specified
NoC channels. Fig. 5(a) and (b) display graphic and textual
descriptions of a simple synthetic application with 4 modules
and 9 communications. For example, module PA2 sends 320 phits
to module PA0, having bit transition activity of 10%. Phit is the
physical width in bits of the link between routers or between a
router and a module. Assuming a phit composed by 8 bits, this
would correspond to 256 bit transitions.

4.3. Communication dependence model (CDM)

CDM, introduced in [19], models an application according not
only the communication volume, but also to the communication
dependence. The dependence information, which improves CWM,
allows capturing concurrent requests to a same resource of the
target architecture, thus enabling the design phase to evaluate,
avoid or minimize message contention events. A basic assumption
of the CDM is that any pair of non-dependent communications that
may compete for some resource will cause contention in the model.
In this sense, CDM is a pessimistic model that enables computing
and reducing contention. In order to reduce or avoid contention,
the CDM algorithm searches for better mapping scenarios, i.e. the
ones where non-dependent communications may not compete for
some resource.

CAFES implements CDM with the communication dependence
graph (CDG), which is defined as an acyclic directed graph CDG =

⟨P,D⟩. P is the set of all application messages, corresponding to
the CDG vertices. Additionally, P also contains two special ver-
tices named START and END, which represent the beginning and
the end of the application flow defined in a CDG. Given P =

{pn = (n,mi,mj, wijn) | n ∈ N,mi,mj ∈ M and wijn ∈ N∗
} ∪

{START, END}, pn is the nth message sent frommi tomj containing
wijn bits and n is an identifier that permits distinguishing differ-
ent messages exchanged by a same pair of modules. D is the set of
CDG edges that represents the communication dependence. Con-
sidering that pr and pn are application messages such that n ≠ r ,
then D = {(pr , pn)|pr , pn ∈ P}, where (pr , pn) ∈ D if and only if pr
depends on pn. A message pr without dependence on anothermes-
sage implies an edge connecting the START vertex to pr . A message
pr which no othermessage depends on implies an edge connecting
pr to the END vertex.
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(a) CDCM graphic description. Numbers outside
each circle are drawn just to improve
identification correlating graphic and textual
descriptions. They do not actually exist in the
graphic view.

(b) Corresponding ECWM textual
description.

Fig. 6. Example of a synthetic application captured with CDCM.
4.4. Communication dependence and computation model (CDCM)

CDCM, introduced in [20], add features to CDM. Besides captur-
ing all information that is conveyed by CDM, CDCM includes the
computation time on the source module that precedes each com-
munication initiated by this module. This model allows estimating
precisely figures like application execution time, static energy con-
sumption and power.

CAFES implements CDCM with the communication dependency
and computation graph (CDCG), which is defined as an acyclic
directed graph CDCG = ⟨Q ,D⟩. Likewise to CDM, D is the set of
edges, representing the communication dependences. However,
the CDCM message model enhances the CDM message model by
adding a ti parameter. This parameter represents the computation
time of the sourcemodule (mi) after having all vertex dependences
of vertex i satisfied, until the transmission of message n. The
parameter ti is a natural number that represents the number of
cycles of the mi clock. The set of vertices is thus Q = {qn =

(n,mi,mj, wijn, ti)|n ∈ N,mi,mj ∈ M, wijn ∈ N∗, and ti ∈ N} ∪

{START, END}.
Fig. 6(a) illustrates a graphic description of a CDCM synthetic

example and Fig. 6(b) shows the corresponding textual description.
The set of vertices Q is {q0, q1, q2, q3, q4, q5, START, END}, such

that q0 = (0, A, B, 100, 50), q1 = (1, C,D, 80, 30), q2 =

(2, A, C, 90, 45), q3 = (3, B,D, 50, 50), q4 = (4,D, A, 30, 30)
and q5 = (5, C, B, 70, 30), and D is {(START, q0), (START, q1),
(q0, q2), (q0, q3), (q1, q4), (q2, q5), (q3, q4), (q4, END), (q5, END)}.
It means, for instance, that q0 and q1 are possibly concurrent mes-
sages, while q0 and q4 can never compete for an identical commu-
nication resource, since q4 is dependent on q0.

4.5. Application communication pattern model (ACPM)

ACPM, introduced by Kreutz et al. in [18], models applications
through a totally ordered set of events, where each event is a
message associated to a tag. This tag does not carry any kind
of timing information; it is only responsible for event ordering.
When implemented inside the framework, ACPM was improved
by changing the tag meaning. Now, the tag represents the instant
of time that an associated message is sent from the source to the
target module.

CAFES implements ACPM with the application communication
pattern (ACP). This is simply the totally ordered set of events. Let
G = {g0, g1, . . . , gk} be the set of messages exchanged during an
application execution and M be the set of application modules.
Then, each message gk is modeled as gk = (mi,mj, wijn) with
mi,mj ∈ M and the weight wijn ∈ N∗, is defined as in previous
models. In addition, let Γθ be a subset of G, such that each Γθ has
an associated time tag θ that gives the initial sending instant for
all messages of Γθ . Then, ACP = {(θ, Γθ )|Γθ ⊆ G, Γθ ≠ ∅, θ ∈

N} ∪ {START = (∅, ∅), END = (∅, ∅)}. START and END are special
tuples of ACP determining respectively the start and the end of the
arrangement.

Fig. 7(a) illustrates a graphic description of a synthetic exam-
ple described with ACP and Fig. 7(b) shows the corresponding
textual description. Here, six messages compose the communi-
cation of a synthetic example g0 = (A, C, 330), g1 = (B,D,
250), g2 = (D, A, 800), g3 = (C, B, 60), g4 = (B, A, 120)
and g5 = (A,D, 320), performing the set of messages G =

{g0, g1, g2, g3, g4, g5}. Messages are grouped into the following
three sets: Γ0 = {g0, g1}, Γ15 = {g2} and Γ20 = {g3, g4, g5},
according to their start sending instant. Each set of messages is
associated to the corresponding tag to accomplish the ACP =

{START, (0, Γ0), (15, Γ15), (20, Γ20), END} structure.
It is easy to obtain an application description with ACPM, be-

cause besides source and target modules it is only necessary to an-
notate the volume and the instant of each communication during
a high level simulation. On the one hand, module mapping may
change the communication instants, compromising the timing es-
timation precision of this model. On the other hand, communica-
tion energy estimations are more accurate here than using CWM
because it allows including static energy estimations.
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(a) ACP graphic description. (b) Corresponding textual description.

Fig. 7. Example of a synthetic application captured by ACPM.
Table 1
A comparison of the CAFES application models. CV = Communication volume.

Model Application view Modeled features
Communication Computation

CWM Module CV –
ECWM Module CV + switching activity –
CDM Module CV + message partial order (untimed) –
CDCM Module CV + message partial order (untimed) Module execution time
ACPM Module CV + message total order (timed) –
CTM Task CV Task scheduling
4.6. Communication task model (CTM)

Hu and Marculescu introduced the communication task model
(CTM) in [12]. This model captures the computation and commu-
nication of an application through task scheduling and communi-
cation volume. Unlike the communication dependence assumed
in CDM and CDCM, CTM takes into account the task scheduling
dependence.

CAFES implements CTM with the communication task graph
(CTG), which is defined as the acyclic directed graph CTG = ⟨V , B⟩,
where V is the set of vertices and B is the set of edges. A vertex
vi = (di, ϕi, Ei) represents characteristics of the application task
i(ti). The term di is the deadline for ti conclusion, while ϕi and Ei
are vectors whose elements represent the task execution time and
the task energy consumption on the processing elements of the
target architecture, respectively. Each edge bij ∈ B characterizes
the dependence of control and communication between the pair
of vertices (vi, vj). To each bij there is an associated amount of
bits transmitted from vi to vj(wij). Additionally, CTG contains
two special vertices named START and END, which represent the
beginning and the end of the application.

4.7. A taxonomy for application models and model conversion

Sections 4.1–4.6 described the six models currently supported
inside CAFES. These models provide a spectrum of choices for
capturing application characteristics, but fully understanding them
is challenging. This section attempts to help in this, comparing
models as to what features can or cannot be modeled with each,
and providing relations between the abstractions defined by each.
Table 1 compares all CAFES models. Functional and structural
are two orthogonal but related views of an application. Function-
ally, a set of tasks forms an application, while structurally a set of
modules implements it. Most models in CAFES use the structural
view, except for CTM, which uses the functional view. The com-
munication among tasks or modules is the fundamental informa-
tion to model, and every model allows capturing it. A model like
CWM that captures only communication volume enables to esti-
mate dynamic energy consumption in the communication archi-
tecture. This is limited, because congestion and its effects cannot
be precisely modeled with this kind of information. To enhance
precision, models like CDM, CDCM and ACPM can capture the or-
dering of communication, using either partial or total orders for
these events. Estimating the total execution time is important for
system designers. Accordingly, some models in CAFES enable the
estimation of total execution time, either by computing the exe-
cution time of modules (in CDCM) or the moment at which tasks
are scheduled (in CTM). Note that in ACPM the execution time of
modules is implicitly considered, since it implies a total order for
messages.

To illustrate and explain the relationship among models, Fig. 8
shows in its top middle portion an example application composed
by five tasks (t1, t2, t3, t4, t5) that are partitioned in two modules
(m1,m2). A partitioning choice is illustrated by the plain arrows
from tasks to modules. The dotted arrows show how the models
available in CAFES allow capturing the communication and/or
computation aspects of application modules or application tasks.
Some models can be automatically extracted from others that
contain greater amount of details. These automatic conversions
define an abstraction relation betweenmodels. Possible automatic
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Fig. 8. Application models composition regarding computation and communica-
tion. Double solid lines indicate possible inter-model conversions. Dotted lines in-
dicate which model captures which aspect (computation or communication) of an
application view (functional or structural).

Fig. 9. An example of CWG that results after using the CDCM to CWM conversion
tool on the CDCG of Fig. 6(a).

model extractions are shown in Fig. 8 using double line arrows.
For instance, ACPM may be extracted from CDCM and CTM. On
the other hand, no automatic conversion can obtain CDCM, CTM
or ECWM, due to their amount of details, not encompassed by
any other of the discussed models. Any model can be converted to
CWM, which is thus the most abstract model of the CAFES model
set.

To exemplify the use of model conversion tools, Fig. 9 shows
the CWG that results when applying the CDCM to CWM conversion
tool over the CDCG data structure of Fig. 6. Clearly, this last graph
is generated when abstracting the computation time information
from the CDCG, taking into account only the communication
volume information.

This application inter-module conversion toolwas used in some
works to evaluate how complete an application model is to esti-
mate a given design requirement. For instance, [20] demonstrates
that CWM is a simpler model, which is easy to extract from the ap-
plication specification, but an energy estimation with CWM may
imply up to 20% of errorwhen compared to an estimation achieved
with CDCM.

5. Communication architecture modeling

This section details some of the fundamental structures and
models used inside CAFES to model intrachip communication ar-
chitectures. Rather than being complete, the goal of the section is
to illustrate the process of employing models inside the frame-
work. First, Section 5.1 defines the graph used to describe the
overall structure of communication architectures. Section 5.2 then
discusses an example energy model built inside CAFES. Timing
models are important in most design aspects of communication
architectures and they are deeply dependent on structural de-
sign choices like routing algorithms, buffering strategies and flow
control options. Accordingly, Section 5.3 presents an example com-
putation of a timing model used inside CAFES. Finally, Section 5.4
approaches the influence of the application model choice over en-
ergy and latency computations.

5.1. Communication resource graph (CRG)

CAFES supports some of the communication architectures con-
sidered as good candidates to become mainstream in future SoCs,
including 2D mesh and 2D torus NoCs. To model the function-
alities of these communication architectures, CAFES employs a
structure called the communication resource graph (CRG), formally
defined as a directed graph CRG = ⟨T , Π⟩, where the set of ver-
tices T = {τ1, τ2, . . . , τp} denotes the set of regions where mod-
ules are placed (the tiles). The set of edges Π = {(τi, τj)|τi, τj ∈ T }

designates the set of direct connections existing from tile i (τi) to
tile j (τj). In regular geometries of NoC topologies, tiles are usually
represented by their Cartesian coordinates, i.e. instead of using the
notation τ6 to stand for the sixth tile of a 2D NoC being positioned
into the coordinates [3, 2], the notation used is τ[3,2].

The CRG does not encompass the description of the employed
routing algorithm. However it does impose constraints on the kind
of routing algorithm used. The composition of the CRG and the
routing algorithmallows defining possible paths to followbetween
communicating modules. Based on these computed paths and on
estimations of tile physical dimensions, it is possible to define
the links and routers used during communication. Therefore, it
is possible to calculate information like energy consumption or
latencies.

5.2. Energy model

Reducing energy consumption remains one of themain goals of
actual electronic designs [1,31,2]. Each design must have several
parts of it analyzed individually as is the case of very long wires
and large memory and logic blocks. At design time, sound energy
models may predict with reasonable precision the whole system
consumption or even the energy consumption of some isolated
parts, enabling to search for optimal solutions, as soon as possible.
In this sense, this section shows how the basic energy consumption
model of CAFES was developed.

An energy model uses structural and technological information
to estimate dynamic and static energy consumptions of the target
communication architecture. Nevertheless, each kind of communi-
cation architecture has its own set of topological and physical pe-
culiarities, making it infeasible to use a single energy model for all
purposes and all NoCs. To illustrate how energy models are built,
this section shows the basis for energy consumptionmodels, and a
specific equation to estimate the dynamic energy consumption of
a specific 2D mesh NoC.

CAFESmodels the dynamic energy consumption, using the con-
cept of bit energy (EBit), similarly to models described elsewhere,
like in [35,8]. Nevertheless, some of the models specified here
consider also the effect of the number of bits transmitted and the
number of bit transitions during message transfer [30]. For several
communication architectures, EBit can be expressed as a function
of four variable quantities, as depicted by Eq. (1). Here, EsBit is the
dynamic energy consumption of a single bit on wires and on logic
gates of each router. EbBit is the bit dynamic energy consumption
on router buffers. EcBit is the dynamic energy consumption of a
single bit on links between routers and the local module. ElBit is
the bit dynamic energy consumption on the links between routers

EBit = function(EsBit, EbBit, EcBit, ElBit). (1)
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To exemplify the modeling of dynamic energy consumption,
Eq. (2) illustrates how EBit is composed to model a 2D direct mesh
NoC. It computes the dynamic energy consumed by a bit passing in
such a NoC from tile i (τi) to tile j (τj), where ηij corresponds to the
number of routers that the bit traverses

EBitij = ηij × (EsBit + EbBit) + 2 × EcBit + (ηij − 1) × ElBit. (2)

According to the application model, CAFES decomposes each
one of the four variable quantities of EBit in two new energy
parameters: one that reflects the dynamic energy consumption
when consecutive bits have opposite values, and another that
does not consider the bit transition effect. This decomposition
may be observed in the field NoC energy Parameter of Fig. 4. As
noticeable in that figure, to inform the EsBit, EbBit, EcBit and
ElBit the designer has to supply EsPhit, EbPhit, EcPhit and ElPhit
parameters, which are respectively analogous to the first set of
parameters, but express the energy consumed at phit level in the
target communication architecture.

TheNoC static energy consumption, on the other hand, depends
on the number of transistors of the target communication architec-
ture,which grows linearlywith the number of tiles. To estimate the
NoC static energy consumption inside CAFES, the designer starts
supplying an estimation of the static power dissipated in a single
router, which is the PRouter parameter in Fig. 4. This value is mul-
tiplied by the number of NoC routers (|T |) providing the total NoC
power consumption, as stated by Eq. (3)

PStNoC = |T | × PRouter. (3)

Finally, the static energy consumed by the application is com-
puted by Eq. (4) that multiplies the total dissipated power by the
application execution time (texec). This last parameter may be ob-
tained by simulating the application or with the help of timing
models

EStNoC = PStNoC × texec. (4)

5.3. Timing model

CAFES uses timingmodels to computemessage latencies, appli-
cation execution time, and static energy consumption. However, in
NoCs the computation of these values is strongly dependent on the
specific communication architecture, on the routing scheme and
on the employed switching mode. Due to this, it is not possible to
have a single generic model that satisfies any communication ar-
chitecture with reasonable accuracy.

This section exemplifies the composition of one timing model
for the 2D mesh NoC used in Section 5.2, assuming wormhole
switching and deterministic XY routing, which is one of the timing
models already available in CAFES framework. This model consid-
ers (i) the routing delay, defined as the time necessary for a packet
header to reach the target tile, and (ii) the payload delay, which de-
pends only on the remaining phits of the packet. It should be kept
in mind that the following discussion assumes the use of a fully
synchronous communication architecture.

Let λ be the clock period of the communication architecture,
nR be the number of cycles necessary to define the routing of a
packet at each router, nL be the number of cycles necessary to
transmit a single phit between routers, and nl be the number of
cycles necessary to transmit a single phit between a router and its
local module. These are the NoC Timing Parameters of Fig. 4. Then,
Eq. (5) represents the minimum routing delay (dRij) of a packet
going from tile i (τi) to tile j (τj) passing by ηij routers without
contention

dRij = (ηij × nR + 2 × nl + (ηij − 1) × nL) × λ. (5)
Let nPq be the number of phits of the q-th packet, going from
module a (ma), placed in τi, to module b (mb), placed in τj.
Considering that nl is equal to nL (which is the case for the NoC
under analysis), then Eq. (6) represents the payload delay (dPijq)

dPijq = ((nPq − 1) × nl) × λ. (6)

The composition of Eqs. (5) and (6) generates Eq. (7) that allows
computing the total q-th packet delay (dijq) for the 2Dmesh NoC in
this example

dijq = (ηij × (nR + nl) + nPq × nl) × λ. (7)

5.4. Exemplifying the composition of communication models with
application models

To estimate the energy consumption of a communication ar-
chitecture and the application execution time, it is necessary to as-
sociate the application model with timing and energy models for
the former. For instance, to estimate the energy consumption tak-
ing into account an application modeled by CWM, it is necessary
to associate the EBitij concept developed in Section 5.2, with the
volume of bits traversing a given edge of the CWG (i.e. the weight
of the edge under consideration). In this sense, Eq. (8) gives the
dynamic energy consumed by all communications from module
a (ma) to module b (mb), considering that ma and mb are respec-
tively mapped into tile i (τi) and tile j (τj)

EBitabij = wab × EBitij. (8)

Let |C | be the total number of communications described in
some CWG. Then, Eq. (9) provides an estimation of the dissipated
NoC dynamic energy (EDyNoC) considering all inter-module com-
munications

EDyNoC =

|C |−
q=1

EBitabij(q). (9)

Finally, to compute the total energy dissipation of the NoC
(ENoC), the framework adds the static energy computed with
Eq. (4) with the dynamic energy computed with Eq. (9), as
described by Eq. (10)

ENoC = EDyNoC + EStNoC. (10)

CWM does not capture application execution time (texec) in-
formation. In fact, this model only allows estimating theminimum
time spent during communications, it does not consider contention
effects nor the exact moments when packets are effectively trans-
mitted. To obtain better estimations for texec, CAFES has available
more powerful models, such as CDCM and ACPM,which enable the
use of more elaborate timing models described elsewhere [20,21,
18]. An example of how to compute texec using such models ap-
pears in Section 6 that explores an object recognition application
modeled with CDCM.

6. Framework supporting tools and extensions

CAFES is a Java application that includes a set of generic classes
and some algorithms specially implemented for allowing the con-
struction of application tools. Section 6.1 explores the use of the
framework for solving the mapping task and some other tools
implemented in the current CAFES version. Section 6.2 discusses
the current state of the CAFES algorithms library, a set of generic
algorithms available for developing specific analyses over com-
munication architectures. The environment provides some high-
level estimation tools, as briefly exemplifies Section 6.3. The last
Sections 6.4 and 6.5 respectively explore the relevant topic of
synthetic application automatic generation and traffic scenarios to
apply over synthetic or real application descriptions.
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Fig. 10. A CDCM graphic description of a realistic object recognition application
using CAFES. The application employs a distributed image segmentation algorithm.

6.1. Application mapping task

The designer starts by choosing a model to describe the appli-
cation behavior and selecting a target NoC from the available com-
munication architectures list. He may use the default parameters
or provide his own parameters that fit technological and geomet-
rical aspects of the considered communication architecture. Then,
using an internally available algorithm, the designer may extract
an optimizedmapping that reduces energy consumption and saves
execution time.

As an example, consider an object recognition application using
a 2D image segmentation technique. This application implements a
distributed algorithm that splits a 640×480 pixels image into a 2D
matrix of squares, associating each subarea to a processing element
(PE). The example splits the image in four 76800 pixels squares.
Then, there are four PEs (PA0, PA1, PA2 and PA3) that process
data from each square, a memory (ME) containing the whole
image data and a central PE (PC) that coordinates and synchronizes
system operation. The CAFES graphic (or textual) interfaces allow
capturing the application description according to a given model.
Fig. 10 illustrates this application modeled with CDCM, defined
in Section 4.4. Each vertex different from START and END in the
graph corresponds to a message exchanged through the NoC and
contains the computation time, the source-target identifiers and
the amount of transmitted bits.

By selecting a mapping algorithm available in CAFES and con-
figuring it to minimize the dynamic and static energy consump-
tion, the framework generates the mapping portrayed in Fig. 11. In
this figure, large black squares represent NoC routers, while small
gray squares represent processing modules. Inside each router, Eb
represents the energy dissipated in buffers and Es the energy dis-
sipated on other structures of the router (wires and combinational
logic). In addition, links are annotated with the total energy con-
sumed during application execution.

Themapping obtains the following set of pairs associatingmod-
ule to tiles: {(PA1, τ[0,0]), (ME, τ[0,1]), (PA0, τ[0,2]), (PA3, τ[1,0]),
(PA2, τ[1,1]), (PC, τ[1,2])}. To each link in the communication ar-
chitecture the mapping associates an estimation of dynamic
Fig. 11. An automatically generated mapping for the application of Fig. 10 on a
2 × 3 mesh topology NoC. Each channel (arrows) and router (larger rectangles) is
marked with its estimated total dynamic energy consumption.

energy consumption. Values are in nJ. The mapping interface also
furnishes a global estimation for dynamic and static energy con-
sumption (in mJ).

Once a mapping is found, the designer may estimate the appli-
cation execution time (the texec value discussed in Section 5.4) by
analyzing the latency report supplied at the end of the mapping
task. Fig. 12 shows the latency report obtained for the object recog-
nition application with the mapping of Fig. 11. Data on Fig. 12 as-
sumes that routers operate instantaneously (number of cycles for
routing = 0, see Fig. 4) and that processing starts injecting the first
flit of messages in the NoC at the 0th clock cycle. Since the cho-
sen NoC operates using wormhole routing, an n-flit message takes
(n + number of hops from source to target) cycles to traverse the
NoC, including the local, router to PE links.

The report depicts data for each message, according to the
computation and communication time, in clock cycles. The amount
of computation clock cycles is furnished by the designer using
the t parameter at each CDCG vertex. The communication clock
cycles depend on the number of phits of each CDCG vertex and
the number of cycles needed by the router to transmit each phit
through a link. All these parameters are supplied in the NoC Timing
Parameters field of the Communication Infrastructure interface as
Fig. 4 depicts.

CAFES enables the simultaneous description of multiple in-
dependent applications operating on a same communication
architecture, since all (mapping) tools support operation with dis-
connected graphs. In this case, each graph represents an applica-
tion behavior and the set of all graphs represents a system running
more than one application at a time. This feature may be used to
search the optimum mapping of multiple applications that share
the same tiles of a communication architecture. The operation of
applicationsmay either occur at different timeperiods, or theymay
concur for the same tile, i.e. operate partially or totally at the same
time. This is the case of some embedded systems such as cellular
phones containing more than one application running at the same
time.

To exemplify multiple application descriptions, Fig. 13 presents
four applications modeled with CWM. This case study assumes the
simultaneous operation of all modules of the four applications in
the same target architecture. As a result, the mapping algorithm
tries to find groups of modules that minimize total energy con-
sumption for each application.



724 C. Marcon et al. / J. Parallel Distrib. Comput. 71 (2011) 714–728
Fig. 12. Latency report of the object recognition application of Fig. 10, considering the mapping achieved using CAFES (depicted in Fig. 11). Each line represents a message
containing an identification number (ID), source and target modules, the computation time which precedes the message dispatch and the instants when the message starts
and ends its transmission. The difference from Start to End columns represents the message latency in clock cycles.
Fig. 13. A system composed by four applications, described using CWM.
Fig. 14. A mapping for the system composed by 4 simultaneously running
applications, as described in Fig. 13, onto a 6 × 7 bidirectional 2D torus NoC.

Fig. 14 shows amapping achieved by CAFES, considering a 6×7
bidirectional 2D torus NoC. In the Figure, each rectangle represents
a tile of the target architecture, containing each an application
module.Modules of the sameapplication startwith the same letter.
6.2. CAFES algorithms library

CAFES has a set of libraries that provides algorithms applicable
to the evaluation and synthesis of intrachip communication archi-
tectures. Examples of these are simulated annealing (SA) and tabu
search (TS) and some specific algorithms related to the communi-
cation architecture or the desired design task, like the heuristic al-
gorithms largest communication first (LCF) and greedy incremental
(GI) [22]. The designer can use the desired resource library to help
him in the design task in view, or even to evaluate the quality of
each algorithm to achieve the desired task. For instance, Fig. 15 il-
lustrates partial results of [22], where different algorithms, imple-
mented inside the framework, are explored to evaluate the quality
of synthetic and real applications mapping onto a large quantity of
NoC sizes against the computational complexity, in terms of mem-
ory usage and computation time.
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Fig. 15. Percentage of energy saving for mappings achieved by seven algorithms, considering a large variety of applications and NoC sizes. Figure extracted from [22].
Fig. 16. Example results of using the computation and communication path analysis tool applied to a CDCM synthetic application1 .
6.3. High-level estimations

Depending only on the employed application description mo-
del, CAFES allows to estimate some communication and/or com-
putation bottlenecks in early design stages, as depicted in Fig. 16.

Starting from the application graphs, CAFES furnishes critical
path estimations for communication and computation. These are
high-level estimations, independent of the target architecture. This
independence derives from the fact that the high abstraction level
overlooks module placement. Consequently, the communication
path is underestimated, because it may change, depending on the
distance between communicating modules after mapping. On the
other hand, the computation path does not depend on module
placement, only on the sum of all computation figures of compo-
nent vertices. Therefore, high-level estimations for computation
paths are more accurate. Fig. 16 shows a synthetic application de-
scribed with CDCM, after applying the computation and commu-
nication path analysis tool of CAFES.
Inside Fig. 16, black arrows represent communication depen-
dence,while blue, red and yellow arrows are communication, com-
putation and overall critical paths, respectively.1

6.4. Graph generation tools to automate synthetic application
building

Several test scenarios are usually necessary to validate system
implementations. In many cases, developing a sufficiently large
number of real applications to test the systemmay be unfeasible or
too costly as a first approach. Thus, the availability of procedures to
generate synthetic applications is useful, if not mandatory. Several
works like [19–21,15,18,30,22] have benefited from the use of

1 For readers with the black and white versions of the paper, blue arrows are
dotted, red corresponds to dark grey arrows and yellow corresponds to white
arrows.
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Fig. 17. Graphic interface providing access to the CAFES tool for automatic
application graph generation.

Fig. 18. CWG containing the automatically generated synthetic application
described in Fig. 17.

tools for automatic application graph generation. Accordingly, the
CAFES framework has available a set of graph generation tools
to automate the process of building synthetic applications. CAFES
can produce application graphs specific for a selected application
model. The tools are similar to that proposed in [5], where it is
possible to parameterize several application aspects. Application
graph generation tools in CAFES have distinct interfaces for each
application model. As an example, Fig. 17 illustrates the use of the
tool for automatic generation of applications graphsmodeled using
CWG.

Here, it is possible to parameterize the number of vertices and
edges, and the communication volume of CWG vertices. This tool
also allows parameterizing the number of lines and columns of
the communication architecture, enabling to evaluate NoCs with
different dimensions and occupation rates.

Fig. 18 shows a randomly generated graph that respects the data
distribution constraints described in Fig. 17.

6.5. Automatic traffic generation tool

NoCs generated by the ATLAS framework [24] are usable as
communication architectures in CAFES. Designers select a NoC in
the Target Communication Architecture field (see Fig. 3). To estimate
execution time and energy by simulation, it is necessary to
stimulate the NoC inputs with application data traffic. This may be
achieved by producing aNoC testbench from the application graph,
using a straightforward translation of the graph into a VHDL or
SystemC behavioral description. CAFES can automatically generate
VHDL testbenches with an internal tool whose output depends
on the application model as well as on the target communication
architecture.

To exemplify the application graph translation into a behavioral
VHDL description, refer to the CDCG description in Fig. 10. Fig. 19
depicts part of the VHDL obtained after feeding this CDCG as input
to the CAFES automatic traffic generation tool. Each VHDL process
emulates the communication and computation of an application
module placed inside a tile according to the mapping of Fig. 11. All
computations and communications wait until their respective de-
pendences are solved. Next, the computation and communication
occur and the corresponding dependence flag signal is set to true,
enabling all communications depending on it. For instance, mod-
ule PA1, which is placed into tile with coordinates [0, 2] (τ[0,2]), re-
mains waiting for the sent_ME_PA1_1 flag be true, then executes
the computation time (25ns), sends 240phits to themodule placed
in tile τ[0,0] (PA0) and notifies all other modules that this commu-
nication occurred, by setting the sent_PA1_PA0_1 flag true.
Fig. 19. Partial VHDL description automatically generated from the CDCG in Fig. 10. It emulates the behavior of tile τ[0,2] in themapping of the object recognition application,
depicted in Fig. 11.
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7. Conclusions and ongoing work

This work described CAFES, a framework for application mod-
eling and design of infrastructure communication architectures.
It is an extensible open-source framework that integrates models,
tools and a synthesis flow for system design, having NoCs as target
architectures. Several models used to describe applications and
target architectures are built inside the framework. Using these
models, several tools as traffic generators, mappers and estima-
tors are implemented. The extensibility of the framework allows
inserting new application and NoC models, tools and other facili-
ties, enabling to fulfill the design of a diversity of NoC-based sys-
tems existing today.

Results achieved attest that using the framework facilities a
designer may significantly reduce the energy consumption and
latency of the target application with an acceptable design time.
CAFES enables to estimate the energy consumption and latency
at high and low abstraction levels, depending on the desired
accuracy and available design time. The available description
models allow capturing various applications features, and an
inter-module conversion tool enables verifying the capability of
each application description model. Also, it permits assessing the
precision of results achieved with each model.

The implementation of the partitioning and dynamic mapping
synthesis tasks on CAFES is an ongoingwork. Also, amore thorough
integration of CAFES with synthesis tools for communication
infrastructure generation is underway. The inclusion of support to
heterogeneous MPSoC designs is another direction where work in
CAFES occurs now. This implies adding more input information to
the framework, such as the set of processing elements and their
individual features. Also, itwould be interesting to inform the clock
frequency associated to each tile or to each router and PE forming
a tile. With this last type of information it is possible to support
heterogeneous GALS MPSoCs, a current limitation of CAFES.
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