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Abstract
The Internet of Things (IoT) has been making people’s lives more efficient and more comfortable in the past years, and it 
is expected to get even better. This improvement may benefit from the use of blockchain to enhance security, scalability, 
reliability and auditability. Recently, different blockchain architectures were proposed to provide a solution that is better 
suited for IoT scenarios. One of them, called appendable-block blockchains, proposed a data structure that allows to include 
transactions in blocks that were already inserted in the blockchain. This approach allows appendable-block blockchains to 
manage large amounts of data produced by IoT devices through decoupled and appendable data structures. Nevertheless, 
consensus algorithms can impact throughput and latency in scenarios with large amount of produced transactions, since 
IoT devices can produce data very quickly (milliseconds) while these data might take some time to be included in a block 
(seconds). Consequently, it is important to understand the behaviour of different consensus algorithms over appendabble-
block blockchain in these type of scenarios. Therefore, we adapted the appendable-block blockchain to use and compare the 
impact of different consensus algorithms: Practical Byzantine Fault Tolerance (PBFT), witness-based, delegated Byzantine 
Fault Tolerance (dBFT) and Proof-of-Work (PoW). The results show that both dBFT and PBFT can achieve fast consensus 
(< 150ms) in the context of appendable-block blockchains. We also present a discussion regarding attacks in each consensus 
algorithm to help one to choose the best solution (considering performance and security issues) for each scenario.
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1 Introduction

The Internet of Things (IoT) is already ubiquitous in our 
lives. It is present in many different domains in our daily 
lives, for example, in smart homes or smart buildings [14], 
public services in smart cities [17], healthcare systems [44], 
in the production of consumer goods in smart industries [50], 
public transportation systems [33], supply chains [41], or 
smart vehicles [54]. Hence, it is expected that IoT will wit-
ness even wider adoption, thus generating many benefits in 
productivity, safety, and efficiency.

An IoT solution in general is composed of a myriad of 
devices, both in quantity and diversity. As a consequence, 
despite the benefits, there are several concerns about per-
formance, safety, and security risks in these heterogeneous 
networks. Also, the fact that critical infrastructure, such as, 
energy grids and even human lives in the context of health-
care, can rely upon IoT devices make it even more important 
to guarantee the correct operation of such devices. Thereby, 
new challenges arise in this large, ever-increasing, and sensi-
tive domain. Common challenges include overheads in com-
putation, data management, and security [11].

Therefore, several researchers have proposed different 
ways to handle those challenges. To tackle the security 
issues different proposals investigate the use of the block-
chain technology [9, 15, 27, 39, 45, 47]. However, by using 
blockchain other concerns emerge, among them the most 
important is regarding performance issues.

Some recent works have addressed this by propos-
ing novel blockchain architectures [9, 15] or innovative 
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blockchain data management solutions [39, 45]. However, 
few blockchain proposals for IoT present a comparison of 
different consensus algorithms in a modular solution (that 
allows to choose the best alternative). The consensus algo-
rithms are a key component in the blockchain definition. 
These algorithms are responsible for establishing trust 
among untrusted peers, thus ensuring that the ledger has a 
consistent state among all nodes. Both modular approach 
and discussion about different consensus algorithms are cru-
cial to help the analysis between performance and security 
tailored for a specific scenario.

Appendable-block blockchain [37, 38, 43, 46] - a mod-
ular and layer-based blockchain - was proposed to tackle 
some important IoT challenges, such as: handling high rate 
of transactions and providing resilience to the application. 
However, the preliminary presented evaluation [38] did not 
consider some important metrics, such as the total latency 
to insert a transaction (from the production of the informa-
tion to its insertion in the nodes’ ledger). Additionally, the 
prior work did not discuss the impact of other consensus 
algorithms that are used in other blockchains, such as Proof-
of-Work (PoW) and delegated Byzantine Fault Tolerance 
(dBFT). This discussion evaluates the performance of dif-
ferent consensus algorithms.

This paper expands our previous work [38] to: (i) imple-
ment modular support for two new consensus algorithms 
for appendable-block blockchain; (ii) perform an extended 
evaluation of the improved version of appendable-block 
blockchain - using four different consensus algorithms to 
evaluate the performance, e.g., time required for consensus 
and transaction latency of each consensus algorithm; and 
(iii) extend the discussion about main security issues for 
each consensus algorithm and their impact on appendable-
block blockchains.

The remainder of this work is organised as follows. Sec-
tion 2 presents a background on recent works about block-
chains and consensus algorithms used in IoT. Section 3 
presents modularisation for appendable-block blockchains 
and how different consensus algorithms can be used in this 
kind of blockchain. A performance evaluation is presented in 
Section 4 with four consensus algorithms and four different 
metrics. Section 5 discusses the main attacks on blockchains 
and how they could impact the consensus algorithms. Sec-
tion 6 discusses threats to validity and limitations of the 
presented evaluation. Finally, Section 7 concludes this work 
and indicates some future work directions.

2  Background

In the last few years, several blockchain frameworks have 
been proposed for different IoT application domains, such 
as video surveillance  [42], supply chains  [7], vehicular 

networks [53], and smart grids [22]. To be used in differ-
ent domains, different cryptography algorithms, consensus 
algorithms, data management and block structures can be 
chosen.

2.1  Blockchain in IoT

IoT networks are a challenging environment in which new 
technologies have to handle heterogeneous devices, data, 
scalability, and hardware limitation. Typically these net-
works are composed of devices provided by multiple manu-
facturers, with different hardware and communication pro-
tocols [49]. Additionally, these devices are constrained in 
terms of hardware capacity, as they are designed to perform 
specific tasks. In some domains, such as, smart city [28], 
a very large number of the devices are deployed and are 
required to perform multiple different tasks. Such an envi-
ronment would require a scalable solution to accommodate a 
large number of heterogeneous devices and efficiently handle 
the produced data. Moreover, addressing the after-mentioned 
challenges and still ensure data security is a vital task in any 
new solution.

A recent technology that aims to address some of the 
challenges in IoT networks is the blockchain technology. 
Despite it’s initial concept applied to the financial domain, 
where it keeps a public ledger, many researchers have stud-
ied this technology and proposed changes, making it suitable 
for different domains. Hence, the blockchain implementa-
tion requires adaptations to fulfill the requirements of such 
domains. To achieve such customisation level, a block-
chain should be designed in a modular way, which would 
allow quick and easy module interchange. Some research-
ers [32, 52, 55] have defined different modules and layers 
for blockchains, however, there is no standard available at 
this moment.

A key blockchain module is the way consensus is 
achieved to include blocks in the blockchain, i.e., consensus 
is responsible for validating candidate blocks before insert-
ing them into the ledger and broadcasting that to other peers. 
Thus, the algorithm choice is directly related to the domain 
that the devices are deployed in, blockchain type (public, 
private, permissioned or permissionless) and time to insert 
a new block.

Hyperledger is one of the most popular blockchain 
instances that supports customisation, in particular for 
consensus algorithms: Kafka, Redundant Byzantine Fault 
Tolerant (RBFT), Sumeragi and Proof-of-Elapsed Time 
(PoET) [36]. Despite introducing customisation of multiple 
consensuses, the Hyperledger solution was not designed for 
IoT scenarios. Feng et al. [20] proposed a hierarchical byzan-
tine fault tolerant consensus algorithm in order to solve the 
scale issues presented by Practical Byzantine Fault Tolerant 
(PBFT). The idea consists of clustering nodes and setting a 
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leader for each cluster. Only these leaders will perform the 
consensus. This approach is similar to what is proposed by 
gateway-based architectures [15, 39]. However, they do not 
present performance evaluation of their architecture nor how 
they implemented their solution.

2.2  Consensus for blockchain in IoT

Due to the high amount of data generated in an IoT net-
work, transactions processing throughput is one of the main 
concerns in IoT. This is a challenge for blockchains, which 
delivers poor performance when compared to other tra-
ditional solutions, such as, cloud computing, as stated by 
Christidis et al. [12]. In their view, the problem is greater in 
networks using the PoW consensus algorithm. The consen-
sus algorithm is at the core of the blockchain, and controls 
the new data that is appended and the rules that dictated how 
the peers should operate, ensuring that the data is trusty.

The PoW algorithm was the first consensus algorithm 
created. After its introduction with Bitcoin, academia and 
industry developed several other proposals. These algo-
rithms greatly differ in operation, proposing innovations or/
and a trade-off between security, privacy, and performance 
to better fit in a specific scenario. Christidis et al. [12] con-
sider that both the network requirements in which it will be 
used and the possible attack vectors that can be exploited 
are the most important factors to decide which blockchain 
design should be adopted. Consequently, the number of 
nodes and the processing overhead are important issues 
to be considered. Christidis et al. [12] also discuss PoW, 
Proof-of-stake(PoS), PBFT, Tangaroa, Sieve and Ripple’s 
consensus algorithms. It is important to note that none of 
these consensus algorithms were tailored specifically to be 
used with IoT and have a more general use approach.

Han et al. [23] expands the discussion by evaluating the 
performance of different blockchains and their consensus 
algorithms with a focus on IoT performance. In their work, 
the Hyperledger Fabric (HLF) v0.6 with the PBFT con-
sensus protocol, HLF v1.0 with the Byzantine Fault-Tol-
erant State Machine Replication (BFT-SMaRt) consensus 
protocol, and Ripple with the Ripple consensus protocol 
are analysed. The used metric was throughput in distinct 
scenarios, and each scenario had a different number of 
nodes and data load. Their work [23] focuses on PBFT 
algorithm variations. These algorithms do not require a 
high amount of power to operate, in contrast with PoW and 
variations, which is a positive feature for IoT scenarios. 
However, as observed, the performance greatly degrades 
as more nodes are added to the network, which greatly 
hinders the solution’s scalability. Similarly, Sukhwani 
et al. [51] modeled PBFT using Stochastic Reward Nets 
and achieve similar results. The initial results showed that 
PBFT performance can be problematic in large scenarios 

(their study included up to 100 nodes) and is impacted 
by the number of nodes and the number of transactions 
appended to the blockchain.

As previously stated, differing from evaluations of exist-
ing consensus algorithms, researchers proposed multiple 
works with different consensus algorithms to attend IoT 
scenarios. One of such works that try to tackle the PBFT 
scalability limitations is the work of Feng et al. [20]. In 
their work, they propose the Hierarchical Byzantine Fault 
Tolerant consensus algorithm. It is an interesting approach, 
although it can be also expressed by Gateways of networks 
performing a BFT based consensus algorithm (that was also 
proposed by other works [14, 39]).

Modifications to other consensus algorithms are also pro-
posed by Fan et al. [19]. Their work consists of an adapted 
version of the Distributed Proof-of-Stake (DPoS), tailored 
for IoT environments. In their algorithm, for each block gen-
eration, a node is responsible to produce the block, and send 
it to be validated by the other nodes that are participating 
in the consensus (similar to the PBFT operation). After the 
block is validated (or not), the chosen node can be reelected 
to continue producing blocks, or it can be changed if it is not 
being fair. Although the algorithm is presented, few discus-
sion is provided about performance, security issues, or its 
applicability in dynamic scenarios.

Huang et al. [26] propose a credit-based proof-of-work 
consensus for IoT. It is based on decreasing the mining dif-
ficulty for honest nodes and increasing for dishonest nodes 
through the use of credits generated when new blocks 
are created. Also, the data structure is modified to use a 
directed-acyclic graph (DAG) instead of a chain. To assert 
performance, an evaluation is performed in a smart factory 
scenario. The results show a better performance than tradi-
tional PoW without compromising security.

Another work based on PoW is the Proof-of-Authenti-
cation (PoAh) consensus algorithm [40, 48]. PoAH uses 
media access control as addresses in the blockchain network 
for each node to reach consensus. The nodes are selected 
dynamically to verify transactions based on the address. 
In the work of Maitra et al. [40], a performance evaluation 
shows energy consumption and latency. However, a compar-
ison with other consensus algorithms is necessary to assert 
the algorithm performance.

Biswas et  al.  [5] propose the Proof of Block and 
Trade (PoBT) consensus algorithm. This algorithm vali-
dates transactions (trades) and blocks while still main-
tain a lightweight algorithm suitable for IoT. One of the 
approaches to attain its lightweight is limiting the number 
of peers participating in a session to reduce the latency 
and increase throughput. This number depends on the 
total number of nodes in that session. Also, the ledger is 
split and distributed between nodes, which reduces the 
memory needs for IoT devices. The consensus algorithm 
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was implemented in the Hyperledger Fabric and showed 
a performance improvement compared to traditional 
Hyperledger Fabric operation.

Li et al. [34] propose an adapted PBFT consensus algo-
rithm for blockchains in IoT. The proposal consists in adapt-
ing a reward/punishment system to the traditional PBFT con-
sensus algorithm. This mechanism can help to identify and 
avoid malicious peers to propose new blocks. Additionally, 
the authors propose a mechanism to allow that only full-
nodes store the entire block, while light-nodes store only the 
header of each block. Consequently, this mechanism (called 
as RS erasure) can help to use their proposal over resource-
constrained IoT devices.

In general, the consensus for blockchains in IoT are 
designed for private/ permissioned scenarios. In particular, 
many proposals adopt a hierarchical architectures (with full-
nodes and light-nodes) to allow the adoption of blockchains 
in IoT environments. The main design challenges for con-
sensus algorithms to be used in blockchains for IoT can be 
defined in: security, trust, overhead (or performance) and 
scalability [10]. However some applications can have differ-
ent demands and requirements. For example, some applica-
tions can demand more on the scalability than performance, 
e.g., vehicles tracking based on GPS have a small rate of 
updating but have a large number of users; while others can 
be the opposite, e.g., a limited number of smoke sensors in a 
smart building requires a lower latency as possible. To tackle 
that, we present, in the next section, the concept of Append-
able-block blockchains and improvements performed to 

allow the usage (and the evaluation) of different consensus 
algorithms.

3  Appendable‑block blockchain in IoT

This section presents the fundamental concepts of a block-
chain architecture that underpins our appendable-block 
blockchain framework. In the first design of the appenda-
ble-block blockchain framework (formerly called R2AC and 
later on called SpeedyChain), Lunardi et al. [39] presented 
a lightweight permissioned blockchain that creates blocks 
on demand. It was designed to focus on IoT designed for 
Smart Homes/Smart Offices scenarios, using a layer-based 
architecture [29]. As can be observed in Fig. 1, devices and 
gateways are separated in different layers, and thus they have 
different roles in the blockchain.

This layer-based IoT architecture is composed by: (i) 
devices (D) in the Perception Layer; (ii) Gateways (G) in 
the Transportation Layer; and (iii) other nodes, such as 
Service Providers (SP) in the Application Layer. In this 
architecture, each device can produce and send informa-
tion to the gateways. That gateways will process the infor-
mation and append the produced data to a specific block 
for that device. An interesting feature of how blocks are 
organised in this blockchain is to allow devices to keep 
producing and appending information into blockchain 
independently to the other devices operations (in a high 
degree of parallelism of insertion in the blockchain). 

Fig. 1  Gateway-based Archi-
tecture for IoT (extracted 
from [39])
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Therefore, each device can produce information and send 
to the gateways to append data to its own block. Gate-
ways will maintain and control the blockchain, which is 
composed mainly by two parts: block ledger and block 
header (as shown in Fig. 2). Additionally, gateways are 
able to maintain only the Block Header - which contains 
important information about devices (especially their 
public keys) - without having every device’s block ledger. 
The block ledger is composed by the information digi-
tally signed (both by the device and gateway), and chained 
through the hash of the previous information (or to the 
block header if it is the first information of the block 
ledger).

It is important to note that this work focuses on the 
blockchain aspects, in particular, on the consensus algo-
rithms performed by the gateways (in the Transportation 
Layer) and uses concepts that were presented in previ-
ous works [38, 39, 43]. Thus, previous framework was 
extended, providing modularisation, and allowing the 
blockchain to support different consensus algorithms. 
Consequently, consensus algorithms can be used based 
on different IoT environment/requirements. Moreover, the 
proposed solution was designed to maintain the integrity 
and availability of the data collected from different sen-
sors/devices for both audition and control (by an applica-
tion or based on predefined rules), based on predefined 
policies for each device (in the Perception Layer). As 
consequence, this modular solution can help to adapt the 

blockchain to be used in different IoT environments and 
applications.

3.1  Communication and protocols

As presented previously, appendable-block blockchain 
is composed by different type of nodes. Full-nodes (also 
called gateways in IoT environments) manage and handle 
data produced by light-nodes (also described as devices). It 
is important to note that appendable-block blockchain was 
designed as a Private and Permissioned Blockchain, i.e., a 
set of specific nodes control the access to the blockchain net-
work and they control the insertion the information (through 
a consensus algorithm).

We assume, in appendable-block blockchains, that 
all nodes (full-nodes and light-nodes) are capable to use 
crypthographic algorithms (symmetric and asymmetric 
encryption, hash and digital signatures). Additionally, we 
assume every node is identified by (at least) a public key. 
Every public key should be different and accessible by any 
participant. Also, each device (light-node) has to be con-
nected to a gateway (full-node) to participate in the IoT net-
work (and interact in this environment). Additionally, the 
gateways are responsible to manage the device access and 
provide an API that allows to manage the blockchain.

Before any device performs its first transaction, it should 
authenticate through a gateway. For example, in Fig. 1, 
Device a is authenticated in the blockchain through Gateway 

Fig. 2  Appendable-block blockchain data structure (adapted from [38])
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x. After that, the device has to perform a Key Exchange 
procedure with the gateway to build a secure channel. This 
procedure is presented as follows: 

1. Device a (represented as Da ) sends a Hello message with 
its own Public Key DPKa (e.g., for encryption using the 
RSA algorithm) to Gateway x (represented as Gx);

2. Gateway x perform the key exchange (e.g., to build an 
Advanced Encryption Scheme (AES) secure channel) 
using the received DPKa;

3. Device a sends a first transaction through an encrypted 
channel using the AES key generated by the gateway;

4. Gateway x starts the consensus with the other gateways 
to insert a new block Ba with DPKa in the block header 
BHa and the first transaction T

1
 in the block ledger BLa;

5. After the consensus, if the block is considered valid, the 
block Ba is inserted in the blockchain;

3.2  Block data

As presented previously in Fig. 2, a block in appendable-
block blockchain has two main parts: Block Header (repre-
sentend as BHk and Block Ledger ( BLk ). Therefore, BHk is 
composed by some important fields: HashBHk−1 contains 
the hash digest of previous block header; k that is the index 
of the block in the blockchain ledger; Timek that represents 
the block timestamp; Expk that presents the threshold time to 
insert a new transaction in its block ledger (e.g., no informa-
tion can produce that defined time); Polk presents the access 
policy that the device has to attend; and NPKj is the node 
public key. It is important to mention that every node - inde-
pendent of its type - should have a block in B, composed of 
at least a block header and the first transaction (that will be 
discussed next).

Block ledger ( BLk ) is composed by the set of linked (by 
the previous hash) t transactions of the block Bk . A transac-
tion Tm is composed by: HashTm−1 that contains the hash 
of the previous transaction (or the hash of its block header 
when it is the first transaction of the block ledger); m repre-
senting the index of the transaction  Tm in the block ledger 
BLk ; the digital signature SigGm (generated using the GPKh 
to sign Infom ); the Infom that can be different for each type 
of node.

Devices provide a set of information, where ALm is the 
access level required to access the information from outside 
of the blockchain that is defined by the device Dj , while 
the SigDm represents the signature of ( ALm , GPSm , Datam , 
and TTimem ) using DPKj , where GPSm represents the global 
position of the device (when it is available), while Data

m
 is 

the data collected/set from/to device Dj and TTimem is the 
timestamp when the Datam was generated/set. It is important 
to note that Datam could be formatted differently depending 
on the device. For example, it could store a single read of a 

sensor (an integer type) or a set of information, encrypted 
or not, depending on the configuration established in the IoT 
Application Layer.

3.3  Smart contracts

The appendable-block blockchain supports the use of smart 
contracts. This feature uses a unique model proposed in the 
work of Nunes et al. [46], called Context-based model for 
smart contracts. This model allows the execution of groups 
of smart contracts in parallel to process a high number of 
transactions while still maintaining low latency. These two 
qualities are important in IoT Domain. Also, the smart con-
tract feature can help in the management and maintenance 
of IoT Devices as discussed by Christides [12].

However, despite the benefits of this model, there are 
limitations to its use that may negate its benefits. The most 
important is that Smart Contracts exist in a context, which is 
a structure that isolates a group of smart contracts from oth-
ers. Therefore, a smart contract in a context can not interact 
with another smart contract in a different context. Thus, a 
group of smart contracts in one context will have sequential 
processing and the parallelism feature is attained by process-
ing different contexts in parallel. Therefore, it is important 
to properly select a program that will execute on top of this 
model. Programs that can be split into smaller not interact-
ing parts are desirable because these parts can be inserted in 
different contexts to attain parallelism.

3.4  Consensus

We adapted appendable-block blockchain to allow the adop-
tion of different consensus algorithms. Before discussing 
different consensus algorithms, first we need to present what 
is a valid block or transaction. For a transaction to be con-
sidered valid, it should have a NPKi that is already in the 
blockchain, a valid signature (based on the data transmitted 
and NPKi ), and a TTimem lower than its Expk (present in the 
block header) to ensure that no transactions are inserted in 
an expired block. Moreover, to ensure that a block header is 
valid: (i) the gateways should agree that a new node NPKi 
can be part of the blockchain B; (ii) the access policy Polk 
for this node NPKi should be defined; (iii) the Expk should 
be calculated to avoid a large block in size. In this work we 
assume that this validation is performed by the gateways 
through predefined rules.

Four different consensus algorithms were incorporated to 
appendable-block blockchains: (i) validation based on the 
authority of gateways and using a specific number of wit-
ness, where every block should be signed by at least a pre-
defined number of witness (2 witness were adopted in this 
work); (ii) adapted PBFT algorithm, where more than 2/3 of 
the active gateways should validate and sign the block; (iii) 
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adapted dBFT algorithm, where more than 2/3 of delegated 
gateways should validate and sign the block; (iv) a simplified 
PoW algorithm, used for comparison since it is adopted in 
many different blockchains, where a gateway achieves a hash 
with a certain characteristic (in this work, first 12 bits should 
be equal to 0). All consensus algorithms, except PoW, could 
be summarised in Algorithm 1.

In order to encapsulate the new block Bk , every informa-
tion from the block header BHk must be set, such as the hash 
of the previous block header BHb (line 2), block index k (line 
3), the timestamp using the time of block creation Timek 
(line 4), an expiration time Expk to control the validity of the 
block (line 5), and the access policy Polk that the new node is 
submitted to (line 6 in Algorithm 1). It is important to note 
that both Expk and Polk are defined at IoT Application Layer. 
After the block header is created, the consensus is performed 
(line 7). The consensus is performed only by gateway nodes. 
After the consensus is performed and it receives more than 
the minimum responses for each consensus algorithm, the 
new block is broadcast to the peers (line 10).

3.5  Transaction insertion

Every time a node produces information Infom , it has has 
to communicate to a gateway to append the transaction to 
its block ledger BLi . This operation is performed only if 
the node public key ( NPKi ) was already inserted in a block 
header BHi , as we presented previously. When a gateway 
receives a new information Infom , the digital signature SigDm 
present in Infom should be validated using the device’s public 
key NPKi.

After the validation of the signature, the gateway per-
forms the encapsulation of the new transaction, setting: the 
hash of the previous transaction HashTm−1 , the index of the 
transaction (based on the last transaction) m, and the digital 
signature from the gateway that is processing the transaction 
SigGm using its secret key GSKh.

After that, the gateway creates the new transaction and 
broadcast it to the other gateways. It is important to note that 
this procedure is independent from the consensus to append 

blocks. In this work we focus the analysis on the consensus 
to append new blocks. A deep discussion about consensus 
for transactions was performed in a previous work [37].

4  Experimental evaluation

We evaluated four different consensus algorithms using the 
SpeedyChain framework (an appendable-block blockchain) 
[43]: PBFT, dBFT, PoW and Witness-based consensus. We 
used a PoW with 12 bits for the hash difficulty (number of 
bits zero required in the first bits of the block hash). This 
difficulty was chosen due to present performance close to 
others consensus. Also, we used the same emulated IoT envi-
ronment presented in the previous work [38]. The IoT envi-
ronment was emulated using the Core emulator [1] to create 
a container-based network composed by network equipment, 
gateways and devices. The experiments were performed on 
a Virtual Machine (VM) with 6-core processor, 16GB of 
memory and 64MB of graphics memory running Ubuntu 
18.04 operating system using a Virtual Box hypervisor over 
a Macbook Pro with 2.3 GHz 8-Core Intel Core i9 processor, 
32GB DDR4 memory.

For all consensus experiments, a network with ten (10) 
gateways and one thousand (1,000) devices were used. We 
generated one million (1,000,000) transactions for each 
experiment. A transaction on the experiments represents 
sensors readings (temperature, CO2, etc) signed by a device 
and signed by a gateway. This type of scenario is similar to 
the largest and most demanding scenarios evaluated in our 
previous work [38].

4.1  Metrics

In order to perform an evaluation of the four different con-
sensus on appendable-block blockchain, we adopted 4 dif-
ferent metrics:

– T1: Time to perform consensus and insert a new block 
(first time that device is connected) in the leader gateway. 
This metric represents the time of the consensus not con-
sidering the time that other gateways take to insert the 
block;

– T2: Time to perform consensus and replicate it to all 
gateways (after consensus). It can be understood as the 
overall time spent for each block insertion procedure;

– T3: Time to insert a transaction in the blockchain after a 
gateway receives it. This metric represents the overhead 
of the transaction insertion procedure;

– T4: Average time to insert a transaction in the blockchain 
for all gateways (from when it is created to its insertion in 
the ledger of each gateway). This is important to measure 
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the gateway performance and average latency for each 
transaction insertion.

All metrics represent the average time in milliseconds (ms) 
of ten repetitions for each scenario, and using a confidence 
interval of 95%.

4.2  Results

As expected, witness-based consensus presented better 
performance for all metrics and PoW presented the worst 
results. However, witness-based consensus was used as a 
baseline for the results and it is more likely to be affected by 
different attacks (e.g., Sybil attacks) in comparison to PBFT 
and dBFT. Additionally, PoW with 12 bits is not well suited 
to protect against malicious gateways. As a comparison, 
Bitcoin’s PoW started with a difficulty of 32 bits and, cur-
rently, the difficulty is over 70 bits [6]). As shown in Fig. 3, 
the consensus procedure (metric T1) using witness-based 
approach was performed in 66.94±8.47ms (first bar, in blue). 
It is nearly the half of the time expend by the dBFT (second 
bar, in red) with 118.96±7.69ms, the second best evaluated 
consensus algorithm. PBFT (third bar, in green) achieved 
consensus in 138.61±12.47ms and PoW (fourth bar, in yel-
low) achieved consensus in 149.23±108.84ms. Even using 
the same number of gateways in dBFT (delegates) and PBFT 
to perform the consensus procedure, dBFT reduced in 15% 
the time compared to PBFT. Moreover, average results in 
PoW present a high deviation due to lottery characteristics 
of this consensus algorithm (finding a hash with a specific 
characteristic).

Considering the total time to perform consensus 
and propagate the block to all gateways (metric T2), 

witness-based approach had similar results to dBFT, an 
average of 162.69±65.51ms and 196.33±16.06ms respec-
tively (Fig. 4). In this case, both PBFT and PoW increased 
in nearly twice the time required to perform T2, with an 
average of 370.71±56.51ms and 390.05±171.65ms. This 
shows that, considering an overall view of the blockchain 
network, dBFT can perform the consensus close to witness-
based approach, but with much better results than PBFT. 
Also, it is important to note that, again, PoW presents a 
high deviation.

We also analysed the impact of each consensus algorithm 
on the performance of transactions insertion. The overhead 
to insert a transaction in the gateway (metric T3) presents 
very similar results in all consensus algorithms (as can be 
observed in Fig. 5). For all consensus algorithms, it takes 
between 4.10±0.24ms (obtained using witness-based) and 
4.60±0.35ms (obtained using PoW).

An important aspect that should be considered in IoT 
environments is the latency to insert information. This can 
impact in the processing of a sensor reading, for example. 
Consequently, the time that takes to all gateways to insert 
produced information is crucial. In relation to this metric 
(T4), good results were obtained in all consensus, varying 
from 68.31±2.17ms (in witness-based) to 148.71±3.51ms 
(in PoW)). Also, dBFT (77.60±0.69ms) and PBFT 
(77.61±1.55ms) presented nearly the same results consid-
ering transaction latency (Fig. 6).

The evaluation presented good results in the emulated IoT 
scenarios with the four used consensus algorithms. However, 
it is important to note that witness-based approach was used 
only as a baseline to other results and it has some impor-
tant security issues. Also, using PoW with a difficulty of 
12 bits is not suitable in heterogeneous environment (where 

Fig. 3  T1: Average time to 
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devices with high computing power can take the power of 
the mining procedure). Additionally, it is important to men-
tion that the code that implements the proposed blockchain 
was developed using the Python programming language and 
is available at GitHub.1

In our previous work [38], the witness-based and PBFT 
were evaluated in a different hardware configuration. Conse-
quently, metrics T1 and T3 present slightly different results. 
Furthermore, in this work we performed evaluation in four 

different consensus and we used two new metrics: T2 and 
T4.

5  Security discussion regarding consensus 
algorithms

In this section, we present a discussion about known attacks 
that could affect appendable-block blockchains and the 
four evaluated consensus algorithms. In order to analyse 
these attacks, we classified them using the stack model pro-
posed by Zorzo et al. [55]. Even though we mention differ-
ent attacks, in this paper we focus on the main attacks that 

Fig. 4  T2: Average time to 
perform the consensus and 
propagate the block
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Fig. 5  T3: Overhead of the 
transaction insertion procedure
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compromise the consensus layer, i.e., 51% Attack, Block-
withholding, Bribery Attack, Double Spending, Finney 
Attack, Fork-after-withhold, Selfish Mining, Sybil Attack 
and Vector76 Attack. We briefly describe those attacks next.

Double Spending, Finney, Vector 76%, and Transaction 
Malleability attacks are aimed at spending coins in multi-
ple transactions. In Double Spending attack [13], a mali-
cious user sends multiple transactions to reachable peers in 
order to spend the same coin more than once. Alternatively, 
Finney attack [13] consists of a dishonest miner holding a 
pre-mined block, and spending the same coin that is used 
in a transaction of the pre-mined block. Combining these 
two attacks, Vector 76% attack [13] consists of requesting 
to withdraw the value of a transaction that was confirmed 
and sending the same value to another transaction, explor-
ing the fork resolution algorithm (generating conflicts in the 
longest chain).

Many proposals that adopt blockchain in IoT scenarios [9, 
15, 35, 39, 43] do not use cryptocurrencies. Consequently, 
Double spending, Finney, and Vector 76 and Transaction 
Malleability attacks are not attractive for malicious users. 
However, some of blockchains proposals for IoT support 
tokens for M2M (machine-to-machine) payments. Consid-
ering appendable-block blockchains, these attacks do not 
represent a threat, in particular when using dBFT and PBFT 
due to the voting procedure. In both consensus algorithms, 
sending multiple transactions with the same timestamp, sig-
nature, and information will be discarded in case of colli-
sion. Also, in case of incorrect order, the transaction will be 
discarded. In the case of PoW and witness-based approach, 
these attacks can be effective if a token structure is created 
to appendable-block blockchains. However, tokens were not 
introduced or discussed in appendable-block blockchains.

There are different attacks that explore vulnerabilities in 
the mining mechanism of PoW, such as 51%, Selfish Mining, 
Block-Withholding, Fork-After-Withholding, and Bribery 
attacks. The 51% attack consists of a malicious user con-
trolling more than 50% of network processing power, thus 
this user could rewrite the blockchain blocks and define the 
blockchain behaviour [21]. Similarly, Selfish Mining attack 
consists of a malicious user (or a pool) keeping own mined 
blocks private until its chain reach a length longer than the 
main blockchain. As per the fork rule, the attacker chain 
will now become the main chain [18]. Block-Withholding 
happens when a malicious miner - which is participating 
in a mining pool - finds a valid hash value and sends it 
directly to the blockchain network, thus avoiding division 
of the reward for mining the block [3]. Similarly, in Fork-
After-Withhold (FAW) a malicious miner holds the block 
until another miner (from the same pool) identifies a block. 
Then, the malicious miner sends its block, forcing the pool 
to generate a fork (this block could be sent to multiple pools 
in order to increase its reward) [31]. Bribery attack [8] 
consists of a malicious user exploring the mining power of 
different nodes (through financial incentives) to include con-
flicting transactions in the blockchain (e.g., can be used to 
force a Double Spending). Sybil attack relies on a malicious 
node assuming multiple identities in the network with the 
ultimate goal of influencing the network [16]. The Eclipse 
attack consists of a malicious user aiming to monopolise 
the incoming and outgoing connections of a victim, thus 
isolating the victim from the main blockchain network [24].

Selfish Mining, 51%, Block-Withholding, FAW and 
Bribery attacks are based on strategies adopted by PoW 
consensus algorithms. Consequently, choosing a solution for 
IoT that uses a different consensus algorithm (e.g., dBFT, 

Fig. 6  T4: Latency to insert a 
transactions in all gateways
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PBFT, and witness-based approach) can help to avoid these 
kind of attacks. A key aspect to be considered is related to 
the hardware constraints in IoT devices, such as computing 
power, memory, and storage.

Biryukov et al. [4] present a Deanonymization tech-
nique where it is possible to identify users retrieving a list 
of Internet clients on different servers and linking them to 
transactions in the blockchain. However, appendable-block 
blockchain was proposed to be used in a private/consor-
tium and permissioned environment. Therefore, the access 
to the information is managed by gateways. Consequently, 
this attack can be effective if a gateway is tampered to leak 
information maintained by the gateway.

Johnson et al. [30] presented that Distributed Denial 
of Service (DDoS) attack can be used to reduce the per-
formance of a set of nodes in a blockchain, e.g., mining 
capability in Bitcoin blockchain. This attack can be effective 
if a PoW consensus algorithm is adopted in appendable-
block blockchain due to the high hardware demand. PBFT, 
dBFT and witness-based approaches can be affected by 
DDoS performed against the network. However, this kind 
of attack requires to that malicious users share the access 
to the network (which is controlled in a private/consortium 
environment).

Eclipse attacks occurs when a set of malicious nodes con-
trol the communication of a node to the rest of the block-
chain network nodes [25]. This attack is effective in append-
able-blockchain (in any consensus algorithm adopted), 
particularly due to the hierarchy of nodes. However, this 
problem was mitigated in a previous work [37], where each 
device can connect and send information to multiple gate-
ways at the same time.

6  Threats to validity & limitations

The evaluation tests were performed in a controlled environ-
ment. However, there are two main threats to validity of our 
evaluation. The first internal threat is the instrumentation 
used in the evaluation. The hardware used to perform the 
evaluation can impact on the obtained results. For example, 
this can be observed comparing the results with the previous 
work [38]. However, the experiments presented in this work 
were all performed in the same hardware. Also, differences 
obtained using the four consensus algorithms is expected to 
be reproduced in any hardware. We intend to consider dif-
ferent hardware in future work. The second internal threat is 
related to the selection of the scenario (number of gateways, 
devices and transactions). A different selection can influence 
the obtained results.

A relevant limitation present in this work is that we per-
formed the evaluation in an emulated scenario. However, in 
this work we adopted the same libraries and cryptography 

algorithms that were used in a previous evaluation of real 
hardware [39]. Consequently, it is expected that IoT hard-
ware is capable to execute the same operations that were 
presented in this work.

Another important limitation is that we assumed that a 
device can connect to another gateway. However, we did 
not discuss this situation in this paper. This discussion is 
performed in another work [37].

7  Final considerations & future work

Due to the popularisation of smart devices (e.g., IP Cameras, 
smart TVs, vacuum cleaners), data security in IoT became 
critical in many different domains (e.g, smart grids, smart 
cities, smart healthcare). Appendable-block blockchain has 
the potential to be one of the blockchains solutions used in 
this kind of environment. Particularly, this blockchain can 
help to provide data integrity and resilience to the system, 
at the same time that provides a small data insertion latency 
(milliseconds). However, different consensus algorithms 
provide different performance results and they can present 
particular security issues. To tackle this, we presented a 
comparison of different consensus algorithms focusing on 
evaluating its performance and discussing the main security 
threats.

This work showed that it is possible to use different 
consensus algorithms in appendable-block blockchains 
with acceptable (in all cases) performance results. In this 
work, we evaluated dBFT, PBFT, PoW and a witness-based 
(as a baseline) consensus algorithms. In particular, dBFT 
seems to be an interesting approach with good performance 
and security. The consensus using dBFT can be achieved 
(in average) under 200ms. Also, the latency to propagate 
a transaction to all gateways (in average) using dBFT was 
kept under 80ms.

Additionally, we discussed the most important known 
attacks to blockchain. We discussed how appendable-block 
blockchains are affected by them when using the four evalu-
ated consensus algorithms. In particular, many attacks are 
effective to PoW consensus algorithms. Additionally, it was 
observed that malicious gateways could interfere or delay 
the transaction inclusion in the blockchain. This issue is dis-
cussed in a different work [37].

As future work, we intend to model the appendable-block 
blockchain in a blockchain simulator (e.g., BlockSim [2]). 
The evaluation through simulation can help to increase the 
scale of the scenarios. Also, further discussion can help to 
improve reliability and security of insertion of transactions. 
Some improvements, considering different consensus algo-
rithms for each context [37] and performance evaluation 
using multiple consensus in different contexts, will be dis-
cussed in a future work.
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