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Data integration in a Hadoop-based data lake:

A bioinformatics case
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Abstract. When we work in a data lake, data integration is not easy, mainly because the data is usually
stored in raw format. Manually performing data integration is a time-consuming task that requires the
supervision of a specialist, which can make mistakes or not be able to see the optimal point for data in-
tegration among two or more datasets. This paper presents a model to perform heterogeneous in-memory
data integration in a Hadoop-based data lake based on a top-k set similarity approach. Our main con-
tribution is the process of ingesting, storing, processing, integrating, and visualizing the data integration
points. The algorithm for data integration is based on the Overlap coefficient since it presented better
results when compared with the set similarity metrics Jaccard, Sørensen-Dice, and the Tversky index. We
tested our model applying it on eight bioinformatics-domain datasets. Our model presents better results
when compared to an analysis of a specialist, and we expect our model can be reused for other domains of
datasets.

Keywords: Data integration, Data lake, Apache Hadoop, Bioinformatics.

1 Introduction

Data integration is a challenging task, even more nowadays where we deal with the V’s
for big data, such as variety, variability, and volume (Searls [1]; Lin et al.[2]; Alserafi et al.
[3]). Regarding the variety of data to be integrated into data lakes, having different types
of data can be considered one of the most difficult challenges, even more because most
datasets may contain unstructured or semi-structured information (Dabbèchi et al. [4]).
According to Hai, Quix, and Zhou [5], it is very onerous to perform interesting integrative
queries over distinct types of datasets. Another challenge is the high-dimensionality data
that may be stored in the data lake. To compute the similarity for that high-dimensional
data is expensive. Checking whether the tables are joinable or not is time-consuming
because of the large number of tables that may have in a data lake (Dong et al. [6])

To manually analyze different datasets for data integration, a person must check the
attributes and at least a dataset sample. To perform a more elaborated work, the person
must look for the data dictionary of each dataset, and sometimes it is not easily available.
According to Sawadogo and Darmont [7], it is a problem since it is time-consuming, error-
prone, and can lead to data inconsistency. Among the methods for data integration, the
logic-based ones that consider the dataframes as sets, such as the based on the overlap of
the values, could provide useful solutions (Levy [8]).

In previous work [9], we developed a model to perform heterogeneous data integration,
taking advantage of a data lake we build based on Hadoop. In this paper we extend this
previous work by deepening the explanation of the the methodology we followed, on how
we help in solving the challenges related to big data profiling, and by comparing the current
work with the state of art. We also deepen the explaining regarding the data ingestion
process.

The integration model is based data profiling and schema matching techniques, such as
row content-based overlapping. To do so, having defined the datasets for the experiments,
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related to the domain of bioinformatics, we build a data lake to ingest, store, process,
and visualize the data. We use Apache Nifi for data ingestion and the HDFS (Hadoop
Distributed File System) for data storage. We process the data using Python, and we
create visualizations of the data using Neo4J.

Our main contribution is a model that allows to quickly ingest different kinds of textual
datasets, transform them into dataframes, and, using an approach based on in-memory
set similarity for data integration, we suggest the top-k points of integration for the data.
We present experiments with eight bioinformatics datasets, and we compare our approach
with manual data integration performed by a domain specialist. Our paper can also be
used as a guide to building a data lake from scratch.

2 Background

In this section, we briefly present the basic concepts related to our study. We summa-
rize data lake, data profiling, data integration, and present the datasets we used in our
experiments. We finish by discussing the related work and present our conclusions.

2.1 Data lake

In a previous work (Couto et al. [10]), we define a data lake as a central repository for raw
data storage, processing, and analysis, that can be used for unstructured, semi-structured,
and structured datasets. A data lake can be composed of different software with its own
tasks in an integrated ecosystem. It means we can have different software for data ingestion,
storage, processing, presentation, and security, and they have to work together. The most
used tool to create a data lake is Apache Hadoop [10]. Forster [11] states that Hadoop
is the most used distributed platform for storage, processing, and analysis of big data.
Hadoop is an Open-Source Software (OSS) developed in Java and maintained by the
Apache Software Foundation [12]. Hadoop is based on the Google MapReduce paradigm
and in Google File System, and it is mainly used for distributed processing in computer
clusters. We populate our data lake with bioinformatics datasets.

2.2 Data Profiling

According to [13], data profiling is the process of metadata discovery. [14] also states there
are three main types of data profiling tasks, namely single-column tasks, multi-column
tasks, and dependency detection. Single-column tasks are related to domain classification,
cardinalities, values distributions, patterns and data types. Multi-column tasks present
correlations and association rules, clusters and outliers, summaries and sketches. In the
dependency detection category, there are three main tasks, namely uniqueness (key dis-
covery, conditional, and approximate), inclusion dependencies (foreign key discovery, con-
ditional, and approximate), and functional dependencies (conditional and approximate).
The approximate items are methods that present approximate results for the proposed
tasks.

2.3 Data integration

Data integration deals with the problem of combining different data sources to provide
the user with a unified view (Lenzerini [15]). There are different approaches for data
integration, and we base our work on the top-k overlap set similarity problem: For all the
attributes in all the dataframes, find the top fits for data integration, according to the
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intersection among the attributes’ distinct values (Zhu et al. [16]). We based our work
on an in-memory set similarity approach and the integration is executed using Python
notebooks. As similarity metrics, we use the most well-known distance measures for sets
similarity according to Ontanón (2020) [17]: Tverski’s (Tversky [18]), Sørensen’s index
(Sørensen [19]), and Jaccard (Jaccard [20]), compared to the Szymkiewicz-Simpson overlap
coefficient (Vijaymeena and Kavitha [21]).

2.4 Bioinformatics datasets

Bioinformatics is the product of the union of computer science and biology (Lesk [22]),
where we use software to make inferences about datasets of modern molecular biology, so
we can connect the data and extract valuable predictions. There are a lot of bioinformatics
datasets available, having the most variate information, formats, types, and size. Our study
selected eight datasets to populate our data lake and work on automatized data integration.
Table 1 presents the characteristics of each dataset, ordered by size from the smaller
(DRUGBANK) to the larger (IID). Table 1 also shows that we selected heterogeneous
datasets, having varied sizes (from 1 MB to 1,8GB), from 13k entries to almost 1 million
entries, with the number of attributes varying from 6 to 253. The datasets are also available
in different formats, such as TXT, XML, TSV, JSON, and via API.

Table 1. Characteristics of the bioinformatics datasets [9]

Dataset Size (MB) Entries Attributes Format

DRUGBANK 0,95 13580 9 XML
DRUGBANK PROTEIN 1,40 26965 7 XML
OMIM 1,80 17092 14 TXT
DRUGCENTRAL 2,50 17390 19 TSV
MONDO 4,00 43233 12 JSON
DISGENET 10,30 84037 16 TSV
UNIPROT 30,20 565255 7 API
REACTOME 37,90 826877 6 TXT
IID 1800,00 975877 253 TXT

– OMIM (McKusick-Nathans Institute of Genetic Medicine, Johns Hopkins University
(Baltimore, MD), 2021 [23]): Online Mendelian Inheritance in Man - human genes and
genetic phenotypes. We used the genemap2 dataset.

– DISGENET (Pinero et al. [24]): Collections of genes and variants associated with
human diseases.

– REACTOME (Jassal et al. [25]): We are using the UniProt2Reactome dataset. It is
composed of reactions, proteins, and pathways.

– MONDO (Mungall et al. [26]): Ontology for disease definitions.

– DRUGBANK (Wishart et al. [27]): Pharmaceutical knowledge base, we split it into
two dataframes: DRUGBANK and DRUGBANK PROTEIN.

– IID (Kotlyar et al. [28]): Integrated Interactions Database - database of detected and
predicted protein-protein interactions. We used the human data annotated dataset.

– DRUGCENTRAL (Avram et al. [29]): Online drug compendium - we use the drug-
target interaction dataset.

– UNIPROT (Consortium [30]): We are using the reviewed Swiss-Prot XML dataset, a
non-redundant and manually annotated database containing protein sequences.
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Fig. 1. Research flow

3 Research Design

This section details each step of the method we created to help us achieve our objective.
We classified our research as experimental regarding technical procedures. In experimental
research, the researchers insert new experimental variables into the environment and per-
form measures [31]. In our case, we add a data integration model in a Hadoop-based data
lake and measure the results, comparing it to a specialist evaluation. We designed a method
composed of five stages: Foundation, Implementation, Experimentation, Evaluation, and
Final Model. We present the overall flow in Figure 1.

3.1 Foundation

In the Foundation Phase, we perform literature reviews: one mapping study (MS) [10]
and two systematic literature reviews (SLR) [32, 33], which we previously published. We
started by performing an MS to explore and understand how the data lake concept had
evolved through time and also what are the techniques and tools that compose the most
used architectures related to data lakes. Then, we perform an SLR to delimit our search
and understand how people perform big data profiling because profiling was little explored
in the previous MS. Finally, we performed an SLR to deepen the knowledge about data
integration, and to map the most related studies. In this paper, we present how we face
the challenges we identified in the previous literature reviews.

3.2 Implementation

During the Implementation Phase, we configure the computational environment, choose
the tools and techniques we use, and create a model for data integration in Hadoop-based
data lakes. To Configure the environment, we select and prepare a software and hardware
infrastructure to create a data lake, using bioinformatics datasets in a Linux-based envi-
ronment. Next, we create a model responsible for data ingestion, storage, processing, and
visualization.
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3.3 Experimentation

In the Experimentation Phase, we design the algorithm for data integration, and we im-
plement and test the model by the use of Python programming language. The implement
the model task comprehends the actual development and tests of the system to manage
data integration in Hadoop-based data lakes, besides data ingestion, storage, processing,
and visualization. The next task is to perform experiments to test how our model can be
compared with the baseline.

3.4 Evaluation

In the Evaluation Phase, we present how we asses our model. We evaluate the model
against the manual mapping performed by a user specialist, and we present the runtime
according to a scalability test. We also present the challenges we approach compared to
the state-of-the-art presented in the literature.

3.5 Final Model

In the last Phase, we document the final model alongside all the processes that allows us
to create the model.

4 Related work

In previous work, we performed two Systematic Literature Review (SLR) about big data
profiling [33] and data integration in data lakes [32]. In the SLR about data profiling, we
generate an overview of data profiling in big data, focusing on the challenges related to the
field. Then, we perform an SLR about data integration in data lakes, where we identify
the trending topics, and the most recent works closely related to our model, and the open
challenges.

In this section, we compare our work with the related papers that the found performing
the SLRs, regarding the challenges in big data profiling and in data integration in data
lakes. We performed an analysis to check which challenges are already addressed by which
papers (see Table 2 and Table 3). We read the papers searching for the challenges keywords
to perform this investigation. Then we performed an overall reading to check if the papers
really do not address the challenges.

In the SLR about big data profiling, we disregard the papers about literature reviews
[34–36] to compare only the papers that present solutions (frameworks, algorithms, or
software) for big data profiling. We also remove the challenge lack of research from the
Table, since all published papers help to address this challenge. If we recap the results of
the SLR about data profiling results, we identify that an optimal solution would address
all the 15 challenges. As we explain next, we can see our model creating alternatives to
help mitigate them.

1. Complexity: we contribute to this challenge by working with data preparation on di-
verse types of data.

2. Continuous profiling: using Apache Nifi scheduling process, we can ingest the data-sets
according to a predefined amount of time and then use HDFS and Python to reprocess
the dataframes and rerun the model.

3. Incremental profiling: See Continuous profiling.
4. Interpretation: our model allows us to understand and interpret data profiling results

by using it for data integration.

5

International Journal of Data Mining & Knowledge Management Process (IJDKP), Vol.12, No.4, July 2022



Table 2. Papers versus challenges they address - RSL Big Data Profiling. Adapted from [33]
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V
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V
a
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V
is
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o
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V
o
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m
e

Our work 13 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Canbek et al. (2018) [37] 9 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Ardagna et al. (2018)[38] 7 ✓ ✓ ✓ ✓ ✓ ✓ ✓
Chrimes and Zamani (2017) [39] 7 ✓ ✓ ✓ ✓ ✓ ✓ ✓
Koehler et al. (2019) [40] 6 ✓ ✓ ✓ ✓ ✓ ✓
Sampaio et al. (2019) [41] 6 ✓ ✓ ✓ ✓ ✓ ✓
Vieira et al. (2020) [42] 6 ✓ ✓ ✓ ✓ ✓ ✓
Santos et al. (2019) [43] 5 ✓ ✓ ✓ ✓ ✓
Alserafi et al. (2016) [3] 4 ✓ ✓ ✓ ✓
Liu et al. (2013) [44] 4 ✓ ✓ ✓ ✓
Maccioni and Torlone (2017) [45] 4 ✓ ✓ ✓ ✓
Taleb et al. (2019) [46] 4 ✓ ✓ ✓ ✓
Khalid and Zimányi (2019) [47] 3 ✓ ✓ ✓
Jang et al. (2018) [48] 2 ✓ ✓
Sun et al. (2018) [49] 2 ✓ ✓
Shaabani and Meinel (2018) [50] 1 ✓
Heise et al. (2013) [51] 1 ✓

5. Lack of research: we contribute by creating a model to help mitigate existing challenges.
6. Metadata: we do not create metadata, but we use existing metadata as input for our

model.
7. Online profiling: our model does not directly address this challenge.
8. Poor data quality: we contribute to the field of bioinformatics data quality by prepro-

cessing the datasets to be processed by our model.
9. Profiling dynamic data: See Continuous profiling.
10. Topical profiling: we work on the specific topic of bioinformatics datasets.
11. Value: the data integration model we developed can help users make better decisions

based on the suggested data integration points.
12. Variability: we work with data that vary regarding size, content, type, and other as-

pects.
13. Variety: we profile heterogeneous textual data to work on data integration.
14. Visualization: our model provides visualization aid to help understand the data inte-

gration created by data profiling techniques.
15. Volume: although the datasets we used in our experiments are not quite huge in volume,

we believe our model can escalate for larger datasets if we provide more computational
resources than we had available.

Regarding the SLR about data integration in data lakes, we also mapped some related
challenges. In the same way in the previous analysis, we omit the challenge lack of available
solutions from the Table, since all published papers also help in addressing this challenge.
Table 3 presents the relationships among the challenges and the papers we selected in the
second SLR. Next, we discuss how we believe our model contributes to help mitigating
the challenges.
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Table 3. Papers versus challenges they address - RSL Data integration in Data Lakes. Adapted from [32]

Papers C
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Our work 8 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Jovanovic et al. (2021) [52] 6 ✓ ✓ ✓ ✓ ✓ ✓
Kathiravelu and Sharma (2017) [53] 5 ✓ ✓ ✓ ✓ ✓
Dong et al. (2021) [6] 5 ✓ ✓ ✓ ✓ ✓
Endris et al. (2019) [54] 5 ✓ ✓ ✓ ✓ ✓
Alrehamy and Walker (2018) [55] 5 ✓ ✓ ✓ ✓ ✓
Zhu et al. (2019) [16] 5 ✓ ✓ ✓ ✓ ✓
Hai et al. (2018) [5] 4 ✓ ✓ ✓ ✓
Alserafi et al. (2016) [3] 4 ✓ ✓ ✓ ✓
Yang et al. (2020) [56] 3 ✓ ✓ ✓
Quinn et al. (2020) [57] 3 ✓ ✓ ✓
Dhayne et al. (2021) [58] 3 ✓ ✓ ✓
Pomp et al. (2018) [59] 2 ✓ ✓
Brackenbury et al. (2018) [60] 2 ✓ ✓
Zhang and Ives (2019) [61] 2 ✓ ✓
Dabbèchi et al. (2020) [4] 2 ✓ ✓
Rezig et al. (2021) [62] 2 ✓ ✓
Helal et al. (2021) [63] 1 ✓
Beyan et al. (2016) [64] 1 ✓
Koutras (2019) [65] 1 ✓
Alili et al. (2017) [66] 1 ✓
Haller and Lenz (2020) [67] 1 ✓
Hai and Quix (2019) [68] 1 ✓

– Complexity: our model ease the complexity of data transformation by ingesting, stor-
ing, processing, and visualizing data in an integrated manner.

– Computational cost: we present the experiments that show the computational cost for
our model.

– Diversity: our model implements the use of different elements in a data lake, which are
easily integrated among them.

– In-memory integration: our model performs in-memory data integration.
– Lack of available solutions: we contribute by creating a model to help mitigate existing

challenges.
– Non-generalizable solutions: although we present experiments with bioinformatics datasets,

the model can deal with different data domains.
– Scalability: we present the experiments that show the scalability of our model.
– Variability: the user can rerun our model always that the datasets to be analyzed

present any changes.
– Variety: our model ingests data from different textual sources and formats.

It is important to note that regarding the papers that are not related to a specific
challenge, the authors do not explicitly write about the item - although they also may
contribute to the challenge resolution somehow.
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By analyzing Tables 2 and 3, we can see that the challenges complexity, variability,
and variety are shared in both areas: big data profiling and big data integration. Although
variability and variety are part of the V’s from big data, we can see that there are still
opportunities to improve in those areas. On the other hand, there are challenges specific
to big data profiling, such as continuous profiling, incremental profiling, profiling dynamic
data, and topical profiling. Likewise, some challenges are more specific to data integration,
such as in-memory integration.

5 Problem Statement

As stated by Khalid and Zimányi [47], managing and querying a data lake is a difficult
task, mainly because the data is heterogeneous, may have replicas or versions, have a
considerable volume, and present quality issues. In this sense, data integration, which
represents 80-90% of the challenges for data scientists (Abadi et al. [69]), is a fundamental
task to enable querying a data lake. However, integrating heterogeneous data into data
lakes is a complex task, mainly due to the variety of data types (Hendler [70], Alrehamy
and Walker [55] that can compose the data lake. If we only talk about textual data, there
are countless extensions and possible formatting, such as: .txt, .docx, .csv, .xls, .xml, .json
and so on. Furthermore, the analysis for the integration depends on experts, often data
scientists, who need to spend time inspecting data profile information, such as the types of
each attribute, a sample of that data, or studying the data dictionary - when the dictionary
is available. Finally, data integration is essential for extracting a more holistic view and
information from the data lake, enabling us to make simple to complex queries and add
value to the information.

Therefore, for the problem of automatic data integration in data lakes, the input would
a number of heterogeneous datasets and a threshold that limits the integration points of
interest. The output would be the points of integration among the datasets, and the
evaluation measures would be the ones based on an expert evaluation of the integration
points.

Regarding the complexity of the problem, according to Alserafi et al. [3], the equation
to calculate the total number of comparisons that needed to be performed to find the
columns candidate to data integration is

comparisons =

[
d× d− 1

2

]
×m2 (1)

where d represents the number of datasets, and m represents the average number of
attributes for each dataset. Considering our datasets (previously presented in Table 1),
we have 344 attributes in total, considering 9 dataframes, then m = 38. Thus, we would
have to perform about 51984 comparisons among the attributes.

6 Results

The purpose of this study is to create a model for automating the integration of datasets.
To do so, we use similarity measures to check the possibility of data integration in a
Hadoop-based data lake. We started by creating the system architecture for the data lake,
based on Docker containers. Then, we worked on data management. Finally, we present
the algorithm we developed.
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Fig. 2. Composition of the data lake [9]

6.1 System architecture

Our data lake is supported by an Ubuntu 20 64-bit Linux server, having the following
configuration: 16GB RAM DDR3, Processor Intel® Core(R) I7-4790 CPU@3.6GHz x 8,
1TB disk capacity. The data lake is composed of ten Docker containers:

1. Apache Nifi: a framework used for data ingestion.

2. Python - Jupyter Notebook: a programming language and a web application to run
Python code, used for data processing.

3. Neo4J: a graph database used to visualize the integration among the dataframes.

4. Hadoop Namenode: the master node in the HDFS architecture

5. Hadoop History Server: keeps the logs of all the jobs that ran on Hadoop.

6. Hadoop Resource Manager: contains the YARN (Yet Another Resource Negotiator),
a service that manages the resources and schedules/monitors the jobs.

7. Hadoop Node Manager: launches and manages the containers on a node.

8. Hadoop Datanodes: Three containers (Datanode1, Datanode2, Datanode3). The worker’s
nodes in the HDFS architecture, where the data is stored.

6.2 Data management

Data management includes data ingestion, storage, processing, and presentation, as illus-
trated in Figure 2. We ingested data into the data lake by creating processes in Apache
Nifi. We create one process for each dataset, where the process searches for the dataset
on HTTP (for MONDO, REACTOME, DISGENET, IID, and DRUGCENTRAL), or in
a local folder (for OMIM and DRUGBANK, because they are not available directly due
to the need of registering and licensing). Then we unzipped some of the datasets, and
we renamed them all for standardization. Apache Nifi then sends the datasets to Hadoop,
where they are stored in HDFS. For UNIPROT, we use the API directly on Jupyter. Then,
we start data processing using the Python - Jupyter Notebook docker. Lastly, we create a
graph visualization, based on Neo4J, to present the results.

6.3 Data Ingestion & Storage

To be able to integrate the dataframes, we first need to ingest and store the data inside the
data lake. Since data ingestion and storage are closely related, we present both processes
together. We ingested data into the data lake by creating processes in Apache Nifi. We
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Fig. 3. Groups of processors created on Apache Nifi for data ingestion

create one group of processes for each dataset, where the process searches for the dataset
on HTTP (for MONDO, REACTOME, DISGENET, IID, and DRUGCENTRAL), or in
a local folder for OMIM and DRUGBANK because they are not available directly due to
the need of registering and licensing. Then we unzipped some of the datasets and renamed
them all for standardization. Next, Apache Nifi sends the datasets to Hadoop to be stored
in HDFS. For UNIPROT, we use the API directly on Jupyter notebooks.

Figure 3 presents the home page when accessing Apache Nifi, having the seven processes
groups responsible for getting our datasets into Hadoop. We collect the datasets using
different Nifi processors, detailed above:

– ListFile: Fetches the files from the local filesystem. For this processor, we configure the
properties:

– – Input Directory: /datasets

– – Input Directory Location: Local

– – File Filter: the name of the dataset (OMIM genemap2.txt)

10
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Fig. 4. Apache Nifi - OMIM group of processors

– InvokeHTTP: Connects with a HTTP Endpoint. For this processor, we configure the
properties:
– – HTTP Method: GET
– – Remote URL: URL to the file

– FetchFile: Reads the contents of a file and streams it.
– UnpackContent: Unpacks the FlowFile contents.

– – Packaging Format: zip (also accepts tar and flowfiles)
– CompressContent: Decompresses or compresses FlowFile contents based on user-specified

algorithms. The properties we configure are:
– – Mode: decompress
– – Compression Format: gzip (also accepts bzip2, xz-lzma2, lzma, snappy, etc.)

– UpdateAttribute: Updates or deletes attributes based on a regular expression. We
configure the property:
– – filename: name of the file to be stored in Hadoop.

– PutHDFS: Writes the FlowFile data to HDFS. In this processor we set the following
attributes:
– – Hadoop Configuration Resources: /etc/conf/core-site.xml
– – Directory: /datasets
– – Conflict Resolution Strategy: replace. Other options include ignore, fail, or append.

Figure 4 presents an example of a process group for the OMIM dataframe. We can
also specify the Nifi Schedule to get the file for all the processors. For instance, we can
use scheduling parameters to get the files once per day, once per week, or each n hours.
Below we present the list of processors we used for each dataset.

– OMIM: ListFile → FetchFile → UpdateAttribute → PutHDFS
– DRUGBANK: ListFile→ FetchFile→UnpackContent→UpdateAttribute→ PutHDFS
– MONDO, REACTOME, DRUGCENTRAL, and DRUGBANK (json): InvokeHTTP

→ Update-Attribute → PutHDFS
– IID and DISGENET: InvokeHTTP→ CompressContent→UpdateAttribute→ PutHDFS

We store the data in Hadoop HDFS. We configure Hadoop to have three datanodes
for data replication. It means that, in a Hadoop traditional architecture, each data block
is replicated on each of the datanodes, which helps speed up the data processing.
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International Journal of Data Mining & Knowledge Management Process (IJDKP), Vol.12, No.4, July 2022



Fig. 5. Manually mapped integration [9]

6.4 Data Processing & Integration

We start the experiments by turning the datasets into Python Pandas dataframes. Pandas
is a Python library for data analysis and manipulation. The standardization of the datasets
as dataframes assure a unified entry for the algorithm, solving issues regarding one dataset
being derived under one condition and the others being on other conditions. To create the
DRUGBANK dataframe, we based on the solution provided by [71]. We also use other
libraries, such as HDFS, that provide a pure HDFS client, bioservices that provide API
access to UNIPROT, and the package py stringmatching that implements the similarity
metrics.

After creating the dataframes, one of the authors, a specialist in data science, analyzed
the datasets to manually map the attributes candidates for points of integration. To do so,
the specialist analyzed the names of the columns and a sample of data for each column,
using data profiling techniques. The specialist took about four hours to finish this analysis,
and we present the manual mapping in Figure 5. Figure 5 presents the manual data
integration points, based on a graph visualization, where the nodes or vertices are the
names of the dataframes, and the edges are the attributes’ names. The orientation of the
arrow indicates that, for instance, the attribute ’lbl’ from the Mondo dataframe is a point
of integration to the dataframe Disgenet, meaning that a percentage of ’lbl’ is also present
in another attribute of Disgenet. We developed this Figure to be later compared with the
results of the algorithm we developed for data integration so that we could compare a user
specialist analysis with the algorithm output.

Our algorithm is based on the concept of intersection or overlap between two attributes
in sets of data. We first identify the unique values of each attribute for each dataset. Then
we compare each dataset attribute with all the other datasets’ attributes to check if the
unique values of the content of each attribute are contained in any other attributes of all of
the other datasets. The attribute with fewer unique values indicates the orientation of the
data integration. For instance, let us analyze the following case that includes dataframes
(df) and attributes (att):

– df1[’att01’] has 10 unique values;
– df2[’att06’] has 20 unique values;
– 10 values from df1[’att01’] are also present on df2[’att06’].

In that case, we can notice that 100% of df1[’att01’] are also present in df2[’att06’],
being that a good point for data integration. The notation would be: df1[’att01’] −→
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df2[’att06’]. Regarding the minimum value for data intersection, we defined a threshold
of 0.4 (in a range from 0–1)] to identify good integration points, but it is configurable
according to the user’s needs. It means that if two columns in a dataframe have 40% or
more of data in common, the two columns are candidates for data integration, and the
dataframes where the columns come from are integrable.

To define the best threshold for our experiments, we tested different values and com-
pared the results with the specialist’s analysis. We started with 0.9, and after each execu-
tion, we compared our results with the specialist’s manual integration. When we noticed
that the selected threshold retrieved at least all of the integration points defined by the
specialist, we stopped decreasing the threshold, determining the value of 0.4.

Figure 6 details the activities diagram for the Algotrithm 1 we developed. Figure 6
shows that we can configure restrictions to select the attributes to be analyzed, such
as the minimum number of unique values that an attribute must have to enter in the
comparisons, and if we want to perform comparisons with attributes that contain only
numeric values. Other restrictions include: removing attributes with only nulls or NaN
and removing attributes with binary values (0 or 1, T or F). The binary values would not
present real candidate points for data integration among the datasets since they mostly
represent True or False values. For instance, the IID dataset presents dozens of attributes
that are named after diseases, where the value = 0 corresponds to False and values = 1
corresponds to True (e.g.: ’bone disease’, ’overnutrition’, ’asthma’, ’lymphoma’).

Algorithm 1 Pseudo-code for the data integration algorithm
Require: 1datasets, 2minimum number of unique values, 3accept numeric comparisons (True or

False)
Ensure: dataframeLeftName + columnName, dataframeRightName + columnName: Overlap:value /

Jaccard:value / Sørensen-Dice:value / Tversky:value
1: for dataframes do
2: while columns in the dataframe = True do
3: if compare numeric values = False then
4: if value is numeric = True then
5: next column in while
6: end if
7: end if
8: if unique values ≤ predetermined value OR target column has already been compared

= True then
9: next column in while
10: else
11: if column values ̸= binary values then
12: for dataframes+ 1 do ▷ repeats the same logic as the previous for for the

next dataframe

13: ... for
14: if minimum number of unique values between compared columns ̸= 0 then
15: calculate Overlap, Jaccard, Sørensen-Dice, and Tversky

16: if Overlap, Jaccard, Sørensen-Dice, and Tversky > 0.4 then
17: return Output = Ensure
18: end if
19: end if
20: end for
21: end if
22: end if
23: end while
24: end for
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Fig. 6. Algorithm for data integration in UML Activity Notation (Adapted from [9])
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The algorithm starts by creating dataframes for all the datasets, then it selects the first
source dataframe, which will be compared to the other dataframes. Then the attributes
of the source dataframe are compared with the attributes of the first candidate dataframe
to check the similarity. It happens until we do not have more source dataframes to be
compared to the candidates.

Our algorithm also handles so that there are no redundant comparisons among dataframes
and attributes. Firstly, we assure that a dataframe is not compared to itself by identify-
ing its previously defined name in the algorithm. Secondly, when we compared each at-
tribute of the first dataframe, we stored its description in a variable. Before comparing
the dataframe’s attribute with another, we check that there are no attributes with the
same description. Therefore, we exclude the possibility of redundant comparisons between
dataframes and attributes.

The algorithm returns a list having the names of the dataframes, attributes, and re-
sulting values for the Szymkiewicz-Simpson overlap coefficient – Equation 2, which is the
main result, compared to other similarity metrics (Jaccard – Equation 3, Sørensen-Dice
– Equation 4, and Tversky – Equation 5). The resulting values for the similarity metrics
range from 0 (attributes are not at all similar) to 1 (attributes contain the same data).
Next, we present the equations related to the metrics, where X represents the attribute
of the source dataframe and Y represents the attribute of the dataframe candidate to be
compared.

The Overlap Equation calculates the size of the intersection divided by the smaller of
the size of the two attributes or sets:

overlap(X,Y ) =
|X

⋂
Y |

min(|X|, |Y |)
(2)

The Jaccard measures the size of the intersection between two sets divided by the size of
the union:

jaccard(X,Y ) =
|X

⋂
Y |

|X ∪ Y |
(3)

The Sørensen-Dice similarity score returns twice the intersection divided by the sum of
the cardinalities.

dice(X,Y ) =
2× |X

⋂
Y |

|X|+ |Y |
(4)

The Tversky index is a generalization of the Sørensen-Dice’s and the Tanimoto coefficient
(aka Jaccard index) coefficient, but introduces the use of the parameters α and β, where α
= β = 1 produces the Tanimoto coefficient and α = β = 0.5 produces the Sørensen–Dice
coefficient:

tversky(X,Y ) =
|X

⋂
Y |

|X
⋂

Y |+ α|X − Y |+ β|Y −X| ;α, β >= 0 (5)

Our model also presents the option to insert nodes and edges in a Neo4J database to
better visualize the relationships among the dataframes.

7 Results

After analyzing the first results presented by the algorithm, we identified that some sug-
gested integration points are numeric values that, in our dataframes, do not represent
actual data integration points. For instance:
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– UNIPROT[’Lenght’] it is the length of the canonical sequence and it varies from 3 to
4 numeric chars;

– OMIM[’Entrez Gene ID’] the National Center for Biotechnology Information (NCBI)
gene ID, values from 1 to 115029024;

– DRUGCENTRAL[’STRUCT ID’] the structure ID, and has values from 1 to 5390;

– DISGENET[’YearInitial’] and DISGENET[’YearFinal’] are years from 1924 to 2020;

– DISGENET[’NofPmids’] the PubMed id, and has values from 1 to 67;

– DISGENET[’NofSnps’] the Single nucleotide polymorphisms (SNP) id, has values from
1 to 284.

Because of that, we decided to add a parameter in the algorithm do set if we want to
make numeric comparisons. We set the parameter to false since, in our case, it does not
represent actual data integration points. However, to be able to generalize for different
domains and different types of datasets, that kind of comparison may be useful.

Regarding the similarity metrics, as Tversky, Sørensen-Dice, and Jaccard present cor-
related values for our data (Tverski’s index with α and β = 0.5 was equal Sørensen-Dice
and twice the Jaccard coefficient), we show only the Jaccard and the overlap values in
Table 4.

After carefully comparing the Jaccard and Overlap results with the manual mapping
and reviewing the actual dataframes, we identified that the Overlap provides better in-
sights about the relationships that could be created among the dataframes.

For instance, for the relationship DISGENET[”diseaseType”] and MONDO [”lbl”],
the Jaccard index is equal to zero, while the Overlap is 0,667. We checked the data,
and we really found a point for integration in that case. Another example is DRUG-
BANK[”drugbank id”] and DRUGBANK PROTEIN[”drugbank id”], which represent the
same data according to the Overlap coefficient and to our manual analysis, and in this
case, the Jaccard index is 0,579.

Hence, the Overlap coefficient seems to represent better how similar two attributes are
and the level of data integration we could achieve if we integrate two dataframes using the
top-ranked pairs of attributes indicated by the algorithm. Thus, we decided that in our
case, it is better to use the Overlap Coefficient.

To better visualize the relationships between the dataframes, we create a database
on Neo4J, where the nodes are the dataframes, and the edges are the name of the at-
tributes. Figure 7 presents the final data integration resulting from our algorithm for the
bioinformatics dataframes. In this graph visualization, similar to the manually mapped
data integration visualization, the names of the dataframes are the vertices. The names of
each attribute responsible for the integration are presented in the edges that connect the
vertices. Figure 7 presents 9 nodes and 32 edges, some with only one edge between them
(such as MONDO and DISGENET) and others having a high concentration of edges, such
as IID, UNIPROT, and DRUGCENTRAL. The higher concentration of edges pointing to
a dataframe means that the dataframe is referenced by a high number of other dataframes,
meaning they represent an important point of integration.

When we manually mapped the points for integration, we identified 10 points (see Fig-
ure 5), while our model identifies 32 points, presented in Table 4. For instance, we manually
mapped an integration between DRUGCENTRAL[”SWISSPROT”] and UNIPROT [”EN-
TRY”], but our model shows that the coefficient for that integration is less than 0,4, while
suggesting two better points: DRUGCENTRAL[”GENE”] → UNIPROT[” Gene names ”],
with a overlap of 0,487, and DRUGCENTRAL[”ACCESSION”]→ UNIPROT[”ENTRY”],
with an overlap of 0,829.
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Fig. 7. Final data integration [9]

Additionally, our model discovered 22 more paths of integration that were not manually
identified, which we list above:

– From IID and: DISGENET, DRUGCENTRAL, OMIM, REACTOME, and DRUG-
BANK PROTEIN

– From UNIPROT and: OMIM and DISGENET

– From REACTOME and: DRUGBANK PROTEIN and DRUGCENTRAL

– From DRUGBANK PROTEIN and DRUGCENTRAL

8 Evaluation

Regarding the evaluation, our previous literature review identified that the related
work usually evaluates their approaches based on scalability, execution time, precision,
recall, F1, and accuracy. To be able to evaluate our experiments based on precision, recall,
F1, and accuracy, we would have to have a gold standard, which indicates the points for
integration for the datasets we selected. As we did not find another work that analyzed
the same datasets for data integration, we manually mapped the integration points as
explained before. Therefore, if we calculate those metrics based on our results and the
manual mapping, we would have the maximum resulting value for each metric since our
model identified all of the manually mapped integration points and even others that were
not identified on the manual mapping.

Therefore, we performed an analysis to answer the following question: 1) What is the
average execution time and scalability provided by our model, according to the number of
dataframes to be analyzed?. We ran the model 10 times to get the average running time,
starting with the bigger dataframe (IID) and ending with the smaller (DRUGBANK) - see
Table 1 to check the datasets ordered by size. Figure 8 shows the results of the scalability
evaluation. We started the scalability evaluation with only two dataframes; we added one
more dataframe each time and checked the runtime. It takes on average 117 minutes to
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run for all dataframes in the hardware we described in Subsection 6.1. Note that we run
it in memory, in hardware with a humble configuration.

The scalability of the proposed solution takes place in terms of enabling comparisons
between all attributes of all datasets. For example, the 19 attributes of DRUGCENTRAL
are compared with the 253 attributes of the IID and so on, creating a bigger and bigger
search space as we add more datasets for comparison.

9 Discussion

We faced some challenges during the development and execution of our model. Initially,
we had to elaborate on different ways of treating the datasets, as they had different data
types. After this process, the researchers met to define the best way to carry out the
comparison process. Effectively, the algorithm creation process started when we defined
the four ways to calculate distances (Overlap, Jaccard, Sorensen, and Tversky’s). Then,
the initial algorithm implemented worked for most columns of the datasets. However, the
algorithm generated errors, specifically for columns with information of the ”JSON” or
”XML” type, being corrected and treated soon afterward. After running the algorithm, we
noticed that some of the comparisons generated 100% matches in many cases. Therefore,
we verified that there were columns with information of binary values, which meant ”False”
or ”True”, but that was not necessarily relevant and similar to each other. We address
this issue by removing columns with these data types from our comparison. We also skip
Null and empty values, in the comparison steps. Furthermore, when we ran with all the
datasets simultaneously, the initial version of the algorithm worked but took longer than
we expected. Therefore, we performed refactoring in the algorithm, so we executed in the
settings described in Section 4.1, we could obtain better results in a considerably shorter
time.

The challenges we faced during algorithm development are all data-related. When we
start data analysis with data pre-processing, the data must go through a cleaning phase,
which could have ruled out some of the related challenges. However, one of the goals of the
algorithm is to receive data from different formats with different types of attributes and
be able to perform the necessary initial comparisons. In this way, we allow the algorithm
to be executed even by people without specific knowledge in data processing, so they can
and still obtain good results for their data integration.

Let us now discuss the utility of our model, by considering the data integration ex-
ample in the field of bioinformatics. A data scientist has access to a data lake with the
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same bioinformatics datasets we worked on: OMIM, DISGENET, REACTOME, MONDO,
DRUGBANK, IID, DRUGCENTRAL, and UNIPROT. The data scientist received the
task to study neglected diseases, such as tuberculosis. To do so, it is necessary to explore
the data related to the gene inhA, which is related to the organism Mycobacterium tu-
berculosis. Having those two pieces of information, it is easy to find the related data on
UNIPROT. Actually, it may be on the top-5 results of a quick search on Google. But
how will the person know if and how the data found in UNIPROT can be integrated with
the other data sources, so they can find additional information? Well, usually the person
would have to put an effort into understanding the schema of all the datasets, analyze the
data dictionary, a sample of data, and so on.

Using our data integration model, we will be able to see that UNIPROT is easily
integrated with OMIM, DISGENET, IID, and DRUGCENTRAL by the gene name. By
integrating with OMIM, we would have more details about genetic phenotypes related to
the gene inhA; while DISGENET would bring the variants of the genes related to the
tuberculosis disease. IID adds information about how a protein related to inhA (Enoyl-
[acyl-carrier-protein] reductase [NADH]) interacts with other proteins. UNIPROT can also
be integrated with REACTOME since REACTOME contains a field named UNIPROT
identifier. Thus, we would have additional information about how the molecules interact
in a cell to change the cell or create a certain product; for instance, turn genes on or off.

Additionally, integrating with DRUGCENTRAL would add information about inter-
actions related to the drugs and tuberculosis. The integration with DRUGCENTRAL will
allow integration with DRUGBANK, which brings supplementary information about the
substance of the drugs and related products. For instance, we will find that Pretomanid
is a medication for the treatment of tuberculosis. Finally, having the disease type from
DISGENET, we could connect with the MONDO ontology, and learn about the different
types of the disease, such as endocrine, esophageal, ocular, spinal tuberculosis, and others.

10 Conclusions

In this paper, we presented a model for automatized data integration in a Hadoop data
lake, and we present experiments with eight well-known datasets from the bioinformatics
domain, having different sizes and formats. We tested the similarity among the dataframes
with different similarity measures, and we identified that The Overlap coefficient and
Jaccard would be enough for us to validate our proposal.

Because the Overlap coefficient presented better results than the actual data and a
specialists analysis, our experiments suggest that the Overlap coefficient is the best option
for the in-memory set similarity approach we developed. Based on the Overlap coefficient,
we found the top-k overlap set similarity that can help define data integration points for
datasets in a data lake. For future work, we plan to implement text similarity strategies
to magnify the reach of our results and increase the points for data integration based on
semantic and syntactic.

Availability of data and materials

The data that support the findings of this study are available from:

– UNIPROT (UniProtKB - Reviewed (Swiss-Prot)). API available at [72].
– OMIM (genemap2). Available at [23], upon register and request. Release: File gener-

ated on 02/07/2020.
– DISGENET: Available at [73]. Release: version 7.0, January 2020.
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– DRUGCENTRAL: Available at [74]. Release: 18/09/2020.
– IID: Available at [75]. Release: 2018-11.
– MONDO: Available at [76]. Release: v2021-01-15.
– REACTOME: Available at [77]. Release: Version 75, 07/12/2020.
– DRUGBANK: Available at [78], upon registration. Release: 5.1.8, 2021-01-03.

Restrictions apply to the availability of these data, which were used under license for
the current study, and so are not all publicly available. Data are, however, available from
the authors upon reasonable request and with permission of the owners, when necessary.
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