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DESIGN AUTOMATIZADO NEURO-SIMBÓLICO DE PARADIGMAS DE

RMF

RESUMO

As técnicas de neuroimagem têm sido amplamente utilizadas nas últimas dé-

cadas para avaliar os padrões de ativação do cérebro. O projeto de tarefas é um dos

desafios mais importantes para os estudos de neuroimagem, para que seja possível obter

a melhor modelagem para avaliar os padrões cerebrais de um sujeito e entre os sujei-

tos. Os experimentos de Ressonância Magnética funcional (RMf) dependem de um design

de paradigmas preciso e eficaz, selecionando as melhores sequências de estímulos para

ativar regiões cerebrais específicas. Neste projeto, propomos o uso de Planning Domain

Definition Language (PDDL+) para modelar diferentes paradigmas e suas respectivas ati-

vações cerebrais, resultando em uma ferramenta para geração automática de estímulos

para exames de RMf. Desenvolvemos uma aplicação de planejamento automatizado para

pesquisa neurocientífica e planejamento pré-cirúrgico. O primeiro deve ajudar a garantir

um desenho experimental que permita a análise das regiões cerebrais de interesse do

estudo. O último, deve ajudar os cirurgiões a selecionar os estímulos corretos para uma

exploração pré-cirúrgica não invasiva das funções cognitivas que podem ser afetadas pelo

desbridamento de lesões cerebrais.

Palavras-Chave: inteligência artificial, neuroimagem, RMf, planejamento automatizado.





NEURO-SYMBOLIC AUTOMATED DESIGN OF FMRI PARADIGMS

ABSTRACT

Neuroimaging techniques have been widely used in recent decades to assess

brain activation patterns for neuroscience. Task design is the most important challenge

for neuroimaging studies to achieve the best modeling for assessing brain patterns within

and across subjects. Specifically, functional magnetic resonance imaging (fMRI) experi-

ments rely on the precise and effective paradigm design, selecting the best sequences

of stimuli to activate specific brain regions. In this project, we propose to use Planning

Domain Definition Language (PDDL+) to model fMRI paradigms so that neuroscientists

can design neuroimaging paradigms in a declarative way. We develop an application of

automated planning for neuroscience research and presurgical planning, resulting in and

a tool for automatic stimuli generation for fMRI scans. The former should help to ensure

an experimental design that allows the analysis of the brain regions that are interesting

in the study. The latter should help surgeons select the correct stimuli for a presurgical

non-invasive exploration of the cognitive functions that might be affected by debridement

of brain lesions.

Keywords: artificial intelligence, neuroimaging, fMRI, automated planning.
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1. INTRODUCTION

Functional Magnetic Resonance Imaging (fMRI) is a non-invasive technique widely

used to analyze brain function [17]. This imaging technique measures neuronal activ-

ity by detecting concentration changes of oxy- and deoxy-hemoglobin in the stimulated

area [38]. This is an indirect measure called Blood Oxygen Level Dependent (BOLD) or

hemodynamic response [36, 30]. To develop an fMRI study, a researcher starts with a

research question concerning either brain function or an anatomical region of interest.

Using the research question as guidance, researchers design an fMRI protocol, which in-

cludes various imaging parameters, but importantly for this work, it also includes an fMRI

paradigm. Paradigms are the activities performed or stimuli received by the subject during

a study [3] to evoke a hemodynamic response or brain activation in certain brain areas.

Common paradigms include visual, motor, language, and memory, each of which include

a series of possible tasks or stimuli designed to activate the respective brain regions. To

activate the brain area of interest, researchers select a paradigm expected to increase the

BOLD signal of those regions [30].

Since there are extensive study designs and software available for fMRI projects,

researchers often build new fMRI protocols by choosing available paradigm designs that

they can combine in a way that helps them answer their research question [3, 25]. Alter-

natively, researchers design new paradigms when they fail to find a suitable existing one.

In both cases, the researcher’s task consists of conducting a literature review of studies

related to their research question and then picking existing paradigms or choosing ones

that could be adapted in creating a new one. Ultimately, a successful fMRI experiment

relies on precise and effective paradigm design, while at the same time aim to minimize

its overall cost of each scan, since the cost of an fMRI scan is directly proportional to the

time it takes, due to the substantial power requirements of maintaining an fMRI scanner’s

superconducting magnets.

Besides its applicability to neuroscientific research, the clinical use of fMRI is be-

coming a standard tool in presurgical planning [27, 6]. The surgical treatment of brain

tumors seeks to complete removal of the abnormality, while minimizing the risk of induc-

ing neurological deficits. The Intracarotid Amobarbital Test (IAT or Wada test) is universally

relied upon as a prognostic test for patients with intractable temporal lobe epilepsy who

are candidates for neurosurgical intervention. As fMRI is a repeatable procedure and Wada

is a very invasive test, it would be advantageous to create validated paradigms to allow

fMRI use instead of the Wada test.

The more or less ad hoc way in which researchers design new paradigms points

to the need for a principled, ideally automated, method to design paradigms from scratch,

given specific requirements from either a neuroscientist or surgeon. Thus, our main goal

is to develop an application of automated planning for both neuroscience research and
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presurgical planning, resulting in a tool for automatic stimuli generation for fMRI scans.

We propose to solve the dual problem of effective paradigm design and scan cost min-

imization using PDDL+ to automatically generate fMRI paradigms. In this project, we

combine automated planning and neuroimage techniques to automatically derive plan-

ning domains that represent the relation of stimuli in fMRI with various cerebral regions

of interest (1); numerically describe the brain activation, based on the BOLD signal (2);

test the paradigm planner in real cases to see the effectiveness of the paradigms created

(3). In this research, we design planning domains for the most common neurological func-

tions localized in presurgical planning: language dominance and lateralization, motor and

memory skills [42, 49, 28].

This work is divided into six chapters. Chapter 2 briefly provides background of

the issues relevant to the development of the project. Initially, the concepts related to

Magnetic Resonance Imaging and design of fMRI studies are presented, followed by the

presurgical planning using fMRI. The Chapter 3 summarizes the formalisms for Automated

Planning and Temporal Numeric Planning. In Chapter 4 we detail the methods used to

model fMRI studies in PDDL+. Finally, Chapter 5 presents the experiments performed and

the results of this research. We also discuss related work in Chapter 6 and, the conclusions

in Chapter 7.
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2. NEUROIMAGE BACKGROUND

In this chapter, we briefly review key required background to our contributions.

Section 2.1 provides an introduction to Magnetic Resonance Imaging (MRI) and Section 2.2

to functional MRI and the Blood Oxygen Level-Dependent (BOLD) signal. Section 2.3 de-

scribes what fMRI paradigms are and how they are designed. Finishing the background on

neuroimaging, the Section 2.4 briefly introduces presurgical planning using fMRI, which is

the focus of our research.

2.1 Nuclear Magnetic Resonance Imaging

Nuclear Magnetic Resonance Imaging, or just Magnetic Resonance Imaging (MRI),

is one of the most well-known medical modalities for obtaining anatomical information on a

specific area of interest. It is a method of diagnostic imaging with wide clinical application

and in growing development in the scientific area, as it is possible to obtain high-resolution

images capable of identifying abnormalities in tissues and various structures of the human

body. MRI is a neuroimaging method in which the magnetic properties of different brain

tissues can be measured, being possible to observe changes in the behavior of substances

and brain regions. The image is the result of the interaction of the strong magnetic field

produced by the equipment with the hydrogen protons of the tissues [24].

The hydrogen atom is the most abundant in the human body and the simplest

in the periodic table [24]. Its nucleus has a proton, which is a positively charged parti-

cle. Because the proton moves around its own axis, it has angular momentum (or spin)

and a magnetic momentum. This spin movement generates its magnetic field around it,

behaving like a small magnetic dipole or a magnet. The protons in the human body are

constantly under the action of the Earth’s magnetic field, which is a very weak field. Due

to this field, the magnetic moments have a random spatial orientation that generates a

resulting magnetization in each tissue voxel equal to zero. A voxel is a volumetric element

corresponding to the pixel of an image, but in three dimensions, being used for spatial

location. When the body’s hydrogen protons are placed under the action of an external

and stronger B0 magnetic field, they orient themselves according to the direction of the

applied field, pointing in parallel or antiparallel to it. This orientation indicates the two

energy levels that the proton may be in, the magnetization vector of each voxel being the

result of the vector sum of all spins.

The magnetic momentum of a proton can be represented through the coordinate

axis (x , y , and z), the z-axis being called longitudinal and the transverse is the plane

formed by x and y . The values that indicate the relaxation process, which is the time

that the vector resulting from magnetization takes to return to its equilibrium state after
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the application of the magnetic field, are called T1 and T2. The constant T1 is related

to the magnetization return time for the longitudinal axis and T2 to the magnetization

decay in the transverse plane. Figure 2.1 shows the relaxation times to fat and water

in the transverse and longitudinal planes. The time required for magnetization in the

longitudinal plane to reach 63 percent of the initial value is called T1 (Figure 2.1a) and for

the transverse plane to reach 37 percent of its initial value, T2 (Figure 2.1b).

(a) Longitudinal magnetization (b) Transverse magnetization

Figure 2.1: T1 and T2 relaxation times to fat and water

One of the advantages of using MRI over other imaging methods is the differen-

tiation of tissues through the relaxation time of T1 and T2 constants. These differences

in values for each tissue allow contrast to be generated between the structures, which

may result in different types of images. Figure 2.2 shows the difference between images

weighted by T1 (Figure 2.2a) or T2 (Figure 2.2b) sequences. Each of these types can have

a different application, the T1-weighted image being better for looking at the white and

gray brain structures and substances, while the T2-weighted image is better for identifying

lesions in the white matter.

(a) T1-weighted image (b) T2-weighted image

Figure 2.2: MRI sequences examples: T1- (a) and T2-weighted (b) images
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2.2 Functional Magnetic Resonance Imaging

Functional Magnetic Resonance Imaging (fMRI) is a noninvasive imaging tech-

nique for obtaining three-dimensional images demonstrating time-varying changes in brain

metabolism [24, 10]. It is an established and widely used technique for mapping brain

function from the measurement of neuronal activity by local oxygenation of blood. The

signal variation is described by the Blood Oxygenation Level-Dependent or BOLD signal.

fMRI detects the BOLD signal as an indicator of neuronal activity associated with the per-

formance of a specific task [10, 16]. An example of how to explore motor functions in the

brain using BOLD signal is presented in the Figure 2.3.

a) b)

c)

d)

e)

Figure 2.3: Blood Oxygenation Level Dependent signal

If the patient is asked to move their right or left hand during the exam

(Figure 2.3a), there will be an excitatory neuronal activity in the related motor areas

(Figure 2.3b). This will increase the consumption of oxygenated blood in the motor cortex,

dilating the blood vessels (Figure 2.3c) and increasing the signal intensity in the motor

area (Figure 2.3d). The fMRI BOLD response can be seen after some steps of data process-

ing. This data processing (or preprocessing) allows the investigator to see which brain

areas are associated with the presented stimuli (Figure 2.3e). The fMRI BOLD response

has a characteristic curve composed of seven phases. Figure 2.4 illustrates the seven

phases of the BOLD signal [24] with the corresponding sequential numeric values.

The BOLD signal is evaluated according to the concentrations of oxygenated

hemoglobin (oxyhemoglobin) and deoxygenated hemoglobin (deoxyhemoglobin). During
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Δ

≈

Figure 2.4: BOLD signal phases: baseline (1), initial drop (2), increased BOLD signal (3),
peak of the BOLD signal (4), BOLD signal reduction (5), posterior fall (6), and return to
baseline (7) [24]

neuronal activation, an increase in the concentration of the deoxyhemoglobin, may occur,

causing the initial drop in the curve (phase 2). In sequence, the increase in the oxy- and

deoxy-hemoglobin ratio leads to the peak of the BOLD signal (phases 3 and 4), which re-

mains at the peak as long as the stimulus is maintained. At the end of the stimulus, the

signal may show a further drop (phase 6) to finally return to the baseline (phase 7). Part

of data preprocessing consists of searching for this curve model in the brain activation

timeline, as illustrated in Figure 2.3e.

As a tool for studying brain functions, fMRI is used by different researchers and

professionals, for example, psychologists, psychiatrists, neurologists and neuroscientists [51].

fMRI has clinical and research applications, and both can provide an understanding of

brain pathologies. Research applications are the most common uses, because fMRI allows

the study of learning disabilities [7], and the effects of drug dependency [26], for exam-

ple. Also can be useful to reveal the neural underpinnings of autism [23, 21] and various

cognition and clinical abnormalities in brain function..

fMRI use the time-varying changes to explore cerebral functions, like memory

abilities, language comprehension, and motor skills. To be able to evoke each brain func-

tion, it is necessary to correctly choose the type of stimulus that the research participant,

for example, will receive. Choosing these stimuli is one of the most important steps in the

design of fMRI studies.

2.3 Design of fMRI studies

During an fMRI task, there is an increase in neuronal activity in the brain area

associated with some stimulus [3, 25]. For example, during a motor skill stimulus, there is
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neuronal activation in the motor area. Paradigms are the activities performed or stimulus

received by the subject during a study to evoke a hemodynamic response or brain activa-

tion in certain brain areas [3]. It represents the set of cognitive stimuli that the individual

must perform at the time of the exam. Common paradigms include visual, motor, lan-

guage, and memory, each of which include a series of possible tasks designed to activate

the respective brain regions. To activate the brain area of interest, researchers select a

paradigm expected to increase the BOLD signal of those regions [30]. Since there are

extensive study designs and software available for fMRI projects, researchers often build

new fMRI protocols by choosing available paradigm designs that they can combine in a

way that helps them answer their research question [3, 25]. Alternatively, researchers de-

sign new paradigms when they fail to find an existing one. In both cases, the researcher’s

task consists of conducting a literature review of studies related to their research question

and then picking existing paradigms or choosing ones that could be adapted in creating a

new one.

There are two categories to stimulus presentation possibilities: block- and event-

related. These are the most established and efficient approaches for the paradigm de-

sign [25] and differ in relation to the time that each stimulus is presented on the screen.

The Figure 2.5 shows an example of how stimuli are presented for block- and event-related

designs. In the first approach, each block is presented for relatively long periods where

the cognitive state is maintained. Event-related designs are composed of discrete events,

where the stimuli are presented for shorter periods and used to the decomposition of cog-

nitive states [29]. These two possibilities to stimulus presentation allow analyzing the dif-

ferences in the temporal characteristics between the rapid motion-induced and the slower

BOLD signal changes. In both cases, we alternated the stimulation period with a control

period to return the neuronal activation to its basal state. A paradigm contain a variety of

tasks blocks or events, usually showing the same more than once to ensure a consistent

BOLD response in the regions of interest [35].

Figure 2.5: Block (A) and Event-related (B) paradigm designs [33]
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Specific software for experimental design is needed to present these paradigms

during the fMRI scan. There are a lot of software packages for fMRI study design and

they differ in the way that stimuli are described: either via code or graphical interfaces.

PsychoPy [39] is an example to specialized software to present stimuli from a paradigm to

a subject. PsychoPy is a free suite of software tools written in Python designed to make

the generation of experimental stimuli easier, using the latest advances in hardware and

software. The software has a more logical and intuitive graphic interface for those who do

not know how to program and also offers the possibility to describe all the experimental

design in Python. This facilitates the management and creation of these paradigms by

researchers in the areas of engineering and computing, who are the main ones responsible

for this part.

2.4 Presurgical Planning using fMRI

The clinical applications of fMRI are still being explored by scientists and has a

growing role in clinical neuroimaging [37]. An important clinical application of fMRI is

to assist in neurosurgical planning, also called presurgical planning [52, 14]. Presurgical

planning is a technique used for preoperative counseling to facilitates the evaluation of

complex brain anatomy. In addition, it helps to analyze and speed up disease interpre-

tation. In cases where the patient does not have metastases and the lesion, e.g. tumor,

is considered small, there is the possibility of resecting the lesion through surgical inter-

vention [41]. This is widely used in neurosurgery for patients with a brain tumor, vascular

lesions, intractable temporal lobe epilepsy, and other resectable lesions [47, 6, 49].

The surgical treatment of brain tumors, for example, aims at the complete re-

moval of the abnormality while minimizing the risk of inducing neurological deficits [49].

The localization of important cortical and subcortical areas at risk of injury during the

surgical removal of resectable lesions is important to avoid permanent damage to neu-

rological function [1, 46]. An example of this is shown in Figure 2.6. Figure 2.6a shows

a T2-weighted images of a patient with a right parietal glioblastoma multiforme. The ar-

row points to the localization of the left central sulcus and the motor cortex. The location

of these regions on the right hemisphere would coincide with the location of the tumor.

Based on these images, the surgeon can infer that the lesion was inoperable. However,

Figure 2.6b shows a fMRI activation during bilateral finger tapping. The T1-weighted im-

ages shows that the activation in the left hemisphere is located where it is anatomical

expected. In right hemisphere the primary sensorimotor cortex has been displaced due

to relocation of function, also known as cerebral plasticity. This cerebral plasticity is a re-

sponse to pathology, where brain functions can be reallocated to other areas in the brain.
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And this is an effect that, when identified by fMRI, can help to remove lesions without

harming neurological functions.

Figure 2.6: Analysis of a right parietal glioblastoma multiforme by T2-weighted images (a)
and through brain activations obtained by fMRI (b) [49].

One of the most used tests for presurgical planning is the Wada test. The Intrac-

arotid Amobarbital Test (IAT or Wada test) is universally relied on as a prognostic test for

patients with intractable temporal lobe epilepsy who are candidates for neurosurgical in-

tervention. The Wada test involves the temporary inactivation of one cerebral hemisphere

by the injection of sodium amobarbital [1, 46] and has been used for more than half a cen-

tury to determine language dominance. However, this test has a major shortcoming due

to its invasiveness with a lack of standardization and absence of spatial resolution. Poten-

tial complications include encephalopathy, stroke, vessel dissection, and seizure [28]. By

contrast, clinical usage of fMRI in presurgical planning is becoming a standard tool to avoid

neurological impairment during surgery providing a finer spatial relationship between the

lesion and brain functionality. fMRI maps brain areas involved in several functions, such

as language and memory, and offers diagnostic information non-invasively before surgery

and with justifiable clinical expenditure [50]. By using fMRI-based planning, a surgeon just

needs to plan with an fMRI neuroscientist a paradigm with a set of stimuli. As fMRI is a

repeatable procedure, it is advantageous to create validated paradigms to allow its use
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instead of the Wada test. Using fMRI-based planning, the surgeon just needs to plan with

an fMRI neuroscientist a paradigm with a set of stimuli.

As another example of the importance of presurgical planning, we brought one

case report of an adolescent patient with an intractable epilepsy [42]. The patient had

a left congenital temporal lobe tumor, a structural abnormality near cortical language ar-

eas. The clinical recommendation was for the removal of the tumor in hopes of achieving

seizure control and without interfering with the neurologic and neuropsychological func-

tion. This patient underwent both Wada and fMRI procedures before the neurosurgical

removal of the tumor. The fMRI was performed to determine the language dominance and

lateralization of language functioning. Figure 2.7 shows the activations from a subvocal

reading task, where the patient silently read short stories. The stories was four screens

long and each screen was presented for 6 seconds. The figure shows the tumor, indi-

cated by the arrow, the left-sided activation of frontal language areas (A) and right-sided

activation of frontal and temporal language areas (B).

Figure 2.7: Presurgical example of brain activation during reading task on a clinical case.
The tumor is indicated by the white arrow. [42]

Consistent with Wada and fMRI predictions, the removal of the mesial temporal

tumor did not result in significant loss of language or verbal memory functioning. The

assessment was made one year after the surgery, which was made with the preservation

of left-sided cortical structures, like the hippocampus, amygdala, and parahippocampal

gyrus. The Wada test failed to provide data about the localization of language function,

just lateralization. This demonstrates the value of fMRI activity during language testing
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and the potential of fMRI to provide new insights into brain functional organization for pa-

tients treated for epilepsy [42]. This case is another example of using fMRI for presurgical

planning. The reported case uses a language paradigm already tested in other projects,

as it activates a known and involved region with the tumor in question. However, when

the cognitive functions of a region involved with the injury are not known, a larger study

is needed to choose the paradigms. The development of an automatic tool for generating

paradigms is necessary for cases lacking ready paradigms.
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3. PLANNING BACKGROUND

In this chapter we present the theoretical framework necessary to understand

the concepts of Automated Planning used throughout this work. Section 3.1 describes

Automated Planning, an Artificial Intelligence subarea, and the Planning Domain Definition

Language (PDDL) in Section 3.1.1. Section 3.1.2 briefly introduces the field of temporal

numeric planner, that will be used in this work.

3.1 Automated Planning

Automated Planning is a subarea of Artificial Intelligence (AI) focused on devel-

oping formal languages and algorithms for the automatic generation of policies or plans of

actions towards achieving specified goals. An AI planning system, or a planner, takes a do-

main model as input and uses some problem-solving technique, such as heuristic search,

to work out its solution. This model describes the initial situation, the actions available

to change it, and the goal condition to output a plan composed of those actions that will

accomplish the goal when executed from the initial situation [22].

Planning algorithms are based on the factored transition function that represents

states as discrete facts. While recent work tries to automatically derive this transition

function [5] automatically, domain experts traditionally construct such transition func-

tions manually. Automatically generating such domain knowledge involves at least two

processes: converting real-world data into a factored representation and generating a

transition function from traces of the factored representation.

In this work, we use the terminology from Ghallab et al. [15] as formalized by

Pereira, Oren, and Meneguzzi [40] to represent planning domains and problems.

Definition 1 (Predicates and state). A predicate p represents logical values according to

some interpretation as facts, which are divided into positive and negated facts, as well as

constants for truth (T) and falsehood (⊥). A state S is a finite set of positive facts f that

follows the closed world assumption so that if f ∈ S, then f is true in S.

Definition 2 (Actions). An action a is a tuple ⟨name(a), pre(a), eff (a)⟩ where name(a) is

the name of the action, pre(a) describe the preconditions of a (the set of predicates that

must exist in the current state for a to be executed), and eff (a) is the effect of a. The

effects are divided into eff (a)+ and eff (a)-, for example, an add-list of positive predicates

and a delete-list of negated predicates, respectively. An action a is applicable to a state S
if and only if S |= pre(a) and generates a new state S’ such that S ′ := (S ∪eff (a)+)/eff (a)-.

Definition 3 (Planning domain and instance). A planning domain Ξ is represented by

⟨Σ,A⟩: a finite set of facts Σ and a finite set of actions A. The planning domains speci-
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fies the knowledge of the domain model. A planning instance comprises both a planning

domain and the elements of a planning problem. The instance describes a finite set of

objects of the environment, the initial state and the goal state which an agent wishes to

achieve. A planning instance Π is represented by a tuple ⟨Ξ, I,G⟩: the domain, initial and

goal state definition. The initial state I is defined by specifying the value for all facts in

the initial state. The goal state G represents a desired state to be achieved. Finally, a plan

is a solution of a planning problem.

Definition 4 (Plan). A plan π for a planning instance Π = ⟨Ξ, I,G⟩ is a sequence of actions

⟨a1, a2, a3, ..., an⟩ that modifies the initial state I into a state S |= G. The goal state G is

achieved by the successive execution of actions in a plan π. A plan π∗ with length | π∗ |
is optimal if there exists no other plan π′ for Π such that π′ < π∗. A plan π is considered

optimal if its cost, and thus length, is minimal.

3.1.1 Planning Domain Definition Language

The Planning Domain Definition Language (PDDL) is one problem description lan-

guage to express planning models with a formal knowledge representation and is one of

the most widely supported languages by planning systems. PDDL divides a planning prob-

lem into domain and problem definitions. The first defines the state variables that may

be true or false and actions, while the second defines the initial state of the system and

the goal that the plan must achieve. A domain in PDDL is described by :requirements,

:predicates, and :action. The requirements indicates which features of PDDL the do-

main uses. The predicates (Definition 1) contains the list of the model’s state variables.

These are binary variables, representing facts that are either true or false. The actions

that the planner can follow are described in Definition 2, and these define the transitions

between states, the preconditions for the action to be performed, and its effects. The

problem definition is described by :objects, :init, and :goal. The objects lists all of the

objects in the problem instance. The initial state of this problem instance are defined in

the init, by detailing all facts that are true in this state. The goal list the conjunction of

facts that must be true for the goal to be achieved at the end of a valid plan. In summary,

the domain describes the relevant aspects of the context in which it is being applied and

the problem describes a specific situation that will be applied to this domain [22].

We exemplify PDDL use through a simple example of application: a switch exam-

ple [22]. We have a switch that can be in two states, on and off, and we want to alternate

between them. In this case, there are two possible actions to move the switch from one

state to another. One action is for when the switch is on, and we want to turn it off. The

other for when it’s off, and we want to turn it on. To generate the plan for this switch

example, we define that the switch is on in the initial state and our goal is to have the
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switch off. Listing 3.1 shows the definition of the switch domain and Listing 3.2 of the

switch problem in PDDL, based on the domain described.

(define (domain switch)
(:requirements :strips)

(:predicates (switch-is-on) (switch-is-off))

(:action TurnOn
:precondition (switch-is-off)
:effect (and (switch-is-on)

(not (switch-is-off))
)

(:action TurnOff
:precondition (switch-is-on)
:effect (and (switch-is-off)

(not (switch-is-on))
)

)

Listing 3.1: A domain definition for the switch example [22]

(define (problem turn_it_off)
(:domain switch)
(:init (switch-is-on))
(:goal (switch-is-off))

)

Listing 3.2: A problem definition for the switch example [22]

The domain switch in Listing 3.1 introduces the two predicates that compose the

set of states S: switch-is-on and switch-is-off. We describe the two possible actions as:

a1 = ⟨TurnOn, OFF , (ON ∪¬OFF )⟩ and a2 = ⟨TurnOff , ON, (OFF ∪¬ON)⟩. ON and OFF rep-

resents the switch-is-on and switch-is-off predicates, respectively. In the turn-it-off prob-

lem in Listing 3.2, we define that our current state S is the switch on and the goal G is to

have the switch off. The planning instance to the switch domain is Π = ⟨switch, ON, OFF ⟩.
In this case, the plan π is the action π = ⟨TurnOff ⟩.

3.1.2 Temporal Numeric Planning and PDDL+

Classical planning treats the time as relative [12] and takes into account only

causal dependencies between actions (Definition 2). However, real-world problems often

involve characteristics such as time, numbers, stochastic effects, and dynamic environ-

ments. These characteristics can be modeled using Temporal Numeric Planning. In tem-

poral numeric planning, actions have duration, meaning that the effects are not always
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applied instantly. The plan duration is expected to be as short as possible or to meet

certain time constraints. Thus, plans can be generated with a greater number of actions,

which is not a relevant metric for the quality of the plan [43].

Numeric planning extends classical planning with numeric state variables and

uses languages such as PDDL 2.1 [12] and PDDL+ [13]. PDDL+ is the extension of PDDL

for modeling hybrid systems through the use of process and events [22]. These formalisms

allow modeling time-dependent change as instantaneous effects or as continuous change.

A process act for an interval of time and have a continuous effect on numeric values. It

corresponds to the definition of an action (Definition 2), but making it possible to include

numerical effects. An Event is a discrete moment in time and the effects are only applied

when the event’s preconditions are met. For this project we use a simplification of PDDL+

formalism, adapting the terminology and the model introduced in Subsection 3.1.

Definition 5 (Events). We represent an event E as a tuple ⟨name(E), pre(E), eff (E)⟩
where name(E) is the name of the event, pre(E) describe the preconditions of E (the set

of predicates that must exist in the current state for E to be executed), and eff (E) is the

effect of E . If an event’s preconditions pre(E) are satisfied, it occurs, yielding the event’s

instantaneous effects. The eff (E) are the changes that take place in S ′ automatically once

pre(E) holds in S.

Definition 6 (Processes). We represent processes P likewise events, as a tuple ⟨name(P),
pre(P), eff (P)⟩. The preconditions pre(P) are the conditions for the process to continue.

The eff (P) are the changes that take place in S ′ automatically while pre(P) holds in S.

Definition 7 (PDDL+ Planning domain). Finally, a PDDL+ planning domain Ξ+ is repre-

sented by ⟨Σ,A, E , P⟩. We have a finite set of facts Σ, actions A, events E , and processes

P to modifies the initial state I into a state S |= G.

.

We can use PDDL+ to model, for example, the drop of a ball to the ground. This is

something that cannot be done with classical planning, but with temporal planning. In this

case, we need to consider the action of gravity on the ball’s fall and the speed at which it

hits the ground. In addition to speed, it is necessary to consider the initial distance from

the ground and the deceleration of the ball when bouncing. From the moment someone

releases the ball, the Falling process begins (Listing 3.3), which has the effect of increasing

the ball’s speed according to gravity and decreasing the ball’s distance from the ground.

When the distance from the ball to the ground is less than or equal to zero, no one

is holding the ball, and the speed of the ball is greater than zero, this indicates that the

ball has hit the ground. In this case, the hit-ground event is triggered (Listing), decreasing

the ball’s speed. In this event we considered that the speed of the ball was reduced by

twenty percent, for example purposes only. This is just a simple example of using temporal

planning with PDDL+.
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(: process FALLING
:parameters (?b - ball)
:precondition (and

(not (held ?b))
)
:effect (and

(increase (velocity ?b) (* time 9.8))
(decrease (distance-to-floor ?b) (* time (velocity ?b)))

)
)

Listing 3.3: Process: FALLING

(: event HIT-GROUND
:parameters (?b - ball)
:precondition (and

(not (held ?b))
(<= (distance-to-floor ?b) 0)
(> (velocity ?b) 0)

)
:effect (and

(assign (velocity ?b) (* -0.8 (velocity ?b)))
)

)

Listing 3.4: Event: HIT-GROUND

3.1.3 Expressive Numeric Heuristic Search Planner

The Expressive Numeric Heuristic Search Planner (ENHSP) [45, 44] is one PDDL

automated planning system that supports several versions of PDDL, such as PDDL+.

ENHSP is a forward heuristic search planner and transforms the PDDL into a graph-search

problem. Nodes represent states visited by the planner and the search in the graph is

guided by a heuristic function to explore only those nodes whose associated state is reach-

able from the initial state and reaches states closer to the goals.
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4. MODELLING FMRI STUDIES IN PDDL+

In this Chapter, we detail our method to model fMRI studies using PDDL+. Sec-

tion 4.1 briefly summarizes the paradigms used in this work and the demographic infor-

mation of each one. Next, Section 4.2 details the analyses performed on the fMRI data

to extract brain activation patterns for each paradigm. Section 4.3 introduces the PDDL+

representation of the fMRI paradigm planner.

4.1 Dataset Overview

We use the paradigms provided by the Brain Institute (BraIns) of Rio Grande do

Sul (Instituto do Cérebro do Rio Grande do Sul - INSCER) to create the paradigm database.

This dataset is composed of tasks that activate areas related to motor skills, language, vi-

sual, auditory, memory, attention, and default mode network. The BraIns dataset requires

that the data be anonymized once the project is concluded to be made publicly available.

We already have access to the anonymized version of the BraIns dataset. We use four

different paradigms to extract information about brain activations. Table 4.1 presents the

dataset demographic information for each paradigm Px . The Stimuli column shows the

total stimuli presented in the paradigm, followed by the number of fMRI data (subjects) for

each paradigm, and the mean age and standard deviation SD of the population.

Stimuli Subjects Mean Age (± SD)
P1 60 46 9.83 ± 0.29 years
P2 48 51 8.83 ± 0.35 years
P3 60 100 9.41 ± 1.81 years
P4 60 49 12 ± 1.02 years

Table 4.1: Dataset demographic information for each paradigm Px

P1 and P2 are paradigms of mathematical reasoning. P1 is a number sense

paradigm, with two blocks of 5 seconds. Participants were shown 5 arithmetic equations in

sequence (e.g. 8+1 = 9), followed by the presentation of 5 sets of numbers (e.g. [9 0 5 4

8]). The participant needs to select the set with the correct answers. Altogether, 30 equa-

tions and 30 responses are presented. Between each stimulus, a small interval between

0.5 and 1 second is shown. P2 consists of 2 block stimuli: figure and response, of 6 and 3

seconds, respectively. First, a figure is presented with a basic math problem, followed by

a response, that the participant must decide if is correct. Participants select “Yes” or “No”

answers by pressing response buttons placed on both hands, with “Yes” on the left hand

and “No” on the right, to match on-screen positions of those words. After the presentation

of a figure and a response, there is a rest interval of 1 or 2 seconds, and every 16 stimuli
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there is a rest interval of 30 seconds. In all, 24 figures and 24 different responses are

presented. P3 is a language paradigm that uses visual words stimuli. The paradigm con-

tains 3 blocks of stimuli presented for 7 seconds each. Subjects are presented 20 words

of each category: regular, irregular, and pseudo-words, totaling 60 words. For each word,

the subject responds with buttons if the word presented exists or not. Figure 4.1 shows an

example of the structure of the language paradigm.

Figure 4.1: P3: Language paradigm example.

P4 is a verbal memory task that uses lists of words that are always related to the

same theme. Before the scan, the participants had access to this list for a certain time

and, during the scan, they had to answer whether the projected words were present or not

in the list. Therefore, this is a paradigm composed of two blocks of words (displayed for 2

seconds on the screen): true memories and false memories, 30 words of each.

All data was collected on a GE HDxT 3.0 T MRI scanner with an 8-channel head

coil. The task EPI sequences used the following parameters: TR = 2000 ms, TE = 30 ms,

29 interleaved slices, slice thickness = 3.5 mm; slice gap = 0.1 mm; matrix size = 64 x

64, FOV = 220 x 220 mm, voxel size = 3.44 x 3.44 x 3.60 mm.

4.2 Extraction of Brain Activation Intensities

We need to identify the number of active voxels in the brain regions according to

each stimulus presented. By knowing the regions activated by each stimulus our planner

can select the right stimuli to achieve the goal set for the planner. For that, we chose to

divide the brain according to a brain atlas, aiming at a better distribution of brain regions.

The atlas used was from the Haskins Laboratory [34], which divides the brain into 107 re-

gions considering laterality of each one. The Haskins pediatric atlas was generated from
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72 children (aged 7-14 years) and was developed to improve labelling accuracy of anatom-

ical and functional regions for MRI studies in children. Figure 4.2 shows the Haskins atlas

in the three basic planes of MRI, with each color being one of the brain regions.

(a) Axial
(b) Sagittal

(c) Coronal

Figure 4.2: Haskins pediatric atlas on basic planes of MRI: axial, sagittal and coronal
planes.

All our development work considers the brain regions of the atlas, numbered from

1 to 107. However, 21 of the 107 regions cannot be used because they are regions where

there is no BOLD signal, such as the ventricles, for example. So we divide the brain into

the 86 regions from Table 4.2 with their respective numbers and names. The table shows

the number of the regions for the left and right cerebral hemisphere in the first and second

columns respectively.

4.2.1 Gosset (Student) T-test

We run a group-level analysis to estimate the activation intensities evoked by

each of block and event stimulus, using the 3dttest++ command in the Analysis of Func-

tional NeuroImages (AFNI) software [9, 19]. The 3dttest++ is the Gosset (Student) t-test

of sets of 3D datasets. AFNI computes the standard error and the mean for a contrast

estimate. This contrast is the comparison of each task with the moment of rest to obtain

the regions activated by the task. We obtained the average activation of the dataset for

each stimulus from this analysis. This first analysis allows us to map the brain regions

evoked in each stimulus. For example, side A of the Figure 4.3 shows the result of the

average activations for a language stimulus for p<0.001. From the ttest, it is also possible

to analyze the regions individually. Side B of the Figure 4.3 shows the activation cluster

for the Left Insula with a size of 155 voxels. These voxels were obtained with the stimulus

repeated 20 times, according to the original paradigm.
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Left Side Right Side Region
6 24 Caudate
7 25 Putamen
8 26 Pallidum

12 27 Hippocampus
13 28 Amygdala
15 29 Accumbens
16 30 Ventral DC
17 31 Vessel
18 32 Choroid Plexus
40 74 Banks STS
41 75 Caudal Anterior Cingulate
42 76 Caudal Middle Frontal
43 77 Cuneus
44 78 Entorhinal
45 79 Fusiform
46 80 Inferior Parietal
47 81 Inferior Temporal
48 82 Isthmus Cingulate
49 83 Lateral Occipital
50 84 Lateral Orbitofrontal
51 85 Lingual
52 86 Medial Orbitofrontal
53 87 Middle Temporal
54 88 Parahippocampal
55 89 Paracentral
56 90 Pars Opercularis
57 91 Pars Orbitalis
58 92 Pars Triangularis
59 93 Pericalcarine
60 94 Postcentral
61 95 Posterior Cingulate
62 96 Precentral
63 97 Precuneus
64 98 Rostral Anterior Cingulate
65 99 Rostral Middle Frontal
66 100 Superior Frontal
67 101 Superior Parietal
68 102 Superior Temporal
69 103 Supramarginal
70 104 Frontal Pole
71 105 Temporal Pole
72 106 Transverse Temporal
73 107 Insula

Table 4.2: List of the 86 regions used in this work based on the Haskins Atlas.

Figure 4.3 clusters the regions with a minimum cluster size of 40 voxels, for il-

lustration purposes. The minimum number of voxels in the cluster is defined individually
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A B

Figure 4.3: (A) Group-level analysis results for a language stimulus. (B) Right Insula: clus-
ter with 155 voxels.

for each paradigm, indicating how many voxels are needed for an activation to be statis-

tically significant. This procedure is called Correction for Multiple Comparisons and was

performed from the 3dClustSim command in AFNI. This command makes a correction for

MRI false positives and calculates the number of voxels needed for each paradigm. The

minimum cluster size obtained from the correction for multiple comparisons was: 55.7

voxels for P1, 32 voxels for P2, 59 voxels for P3, and 33 voxels for P4.

4.2.2 Region Of Interest Analysis

After the ttest we need to correlate the brain regions with the Haskins atlas and

perform the count of active voxels in each of the regions. This correlation was made

considering the Region of Interest Analysis (ROIs). We generated 107 NIfTI files using the

3dCalc AFNI command, each representing one of the 107 Haskins atlas regions. NIfTI is

the abbreviation of Neuroimaging Informatics Technology Initiative and is a data format

for the storage of fMRI and other medical images. Figure 4.4 exemplifies the division of

the Haskins Atlas into the Regions of Interest. The region pointed by the arrow (4.4a)
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corresponds to ROI 63, the left precuneus. Figure 4.4b shows the same region separated

from the others after 3dCalc command.

(a) Haskins Atlas (b) ROI 63

Figure 4.4: ROI example: (a) Atlas Haskins with ROI 63 pointed by the arrow. (b) ROI 63
obtained by 3dCalc AFNI command.

With this regions separated, we can correlate each ROI with the brain activation

files obtaneid by ttest ( 4.2.1). The count of active voxels for each of the regions of interest

was performed using the 3dBrickStat AFNI command. After these procedures, we have the

activation value of each ROI for each of the stimuli used in this work. The values of ROIs

activation are described in Table A in Appendix A.

4.3 Modelling fMRI Studies in PDDL+

In this section, we present the actual model of our PDDL+ representation of the

fMRI paradigm planner problem. We derive planning domains representing the relation of

stimuli in the fMRI paradigm with the various anatomic cerebral regions from Haskins Atlas

(Table 4.2). Our model was based on the four paradigms described in the Section 4.1.

4.3.1 PDLL+ Representation: Domain and Instance

After extracting brain activation we describe fMRI studies using PDDL+. We cre-

ate a predicate (Definition 1) representing the activation intensity of each region and a

predicate to represent that the region is active. We also create a predicate representing

the instructions and the rest intervals. Listing 4.1 shows a simplification of predicates

written in PDDL+.
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(:predicates
(instructions)
(rest)

(intensity_ROI_1)
(...)
(intensity_ROI_107)

(active_ROI_1)
(...)
(active_ROI_107)

)

Listing 4.1: Predicates PDDL+

All fMRI experiments begin with an instruction screen, presented to prepare the

subject for the performed paradigm. The instructions were modeled as a single action

⟨BeginExperiment , {¬instructions}, {(time ← time + 10), instructions,¬rest}⟩, executed in

the beginning of all experiments. The time is increased by 10 seconds, which is the usual

block time for instructions.

Key to our modeling of the paradigms is predicting neural activation in the re-

gions of interest for the study at hand. Thus, we represent each planner action that de-

scribes the fMRI stimuli as ⟨Stimulus(ST ), {rest , instructions}, {actived(R), (intensity (R) ←
intensity(R)+X ), (time← time+Y ),¬rest}⟩, where R is a vector of regions activated by the

stimulus ST , X is the activation intensity of each ROI R and Y is the time that the block

or event B is displayed on the screen. Listing 4.1 shows an example of action written in

PDDL+.

(:action Stimulus(ST)
:parameters (?t - timing)
:precondition (and

(instructions) (rest))
:effects (and

(active_ROI_6)
(increase (intensity_ROI_6) 2.35)
(active_ROI_7)
(increase (intensity_ROI_7) 7.9)
(...)
(increase (total ?t) 7)
(not (rest)))

)

Listing 4.2: Problem Domain PDDL+ - Action Example

Between the presentation of the stimuli, small rest intervals are presented. These

usually last 1 to 2 seconds and were modeled as actions ⟨BaselineRest ,¬rest∧instructions,
(intensity(R) ← intensity (R) − X ) ∧ (time ← time + Y ) ∧ rest⟩. In this case, R is a vector
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of all brain regions, and the rest intervals result in a decrease of X units in the activation

intensity in all brain regions. We model long rest intervals during the experiment as events

(Definition 5), allowing the neuronal activation to return to its basal state. The baseline

event is represented by a tuple ⟨(time = W ), (intensity(R) ← intensity (R) − X ) ∧ (time ←
time+30)⟩. The baseline event happens when the total time of the experiment reaches

time W .

The PDDL+ instance was described as ⟨(intensity(R) = 0), (¬(actived(R)), rest ,
¬instructions⟩. We initialize activation intensities of brain regions to zero and that the

regions are not active. We set the experiment time to zero, the experiment at rest, and

the instructions are not on the screen. This is described in Listing 4.3.

(:init
(rest)
(not (instructions))
(= (total experiment_time) 0)
(= (intensity_ROI_1) 0)
(...)
(= (intensity_ROI_107) 0)
(not (active_ROI_1))
(...)
(not (active_ROI_107))

)

Listing 4.3: Problem Instance PDDL+ - Init

The planner goals were defined as ⟨active(R), (time >= min), (time <= max)⟩. The

goal is composed of the regions to be activated and the

paradigm’s time limits. We put the minimum and maximum experiment time as goal

as this is an important variable when planning the paradigms to reduce the scan cost. We

use the metric maximize as ⟨intensity(R)⟩ to maximize the activation intensity of the brain

regions settled as the goal.

(:goal
(and

; Set minimum experiment time (seconds)
(>= (total experiment_time) 100)
; Set maximum total experiment time (seconds)
(<= (total experiment_time) 200)
; Set Regions of Interest (ROIs)
(active_ROI_106)

)
)
; Set ROIs to maximize intensity
(:metric maximize (intensity_ROI_106))

Listing 4.4: Problem Instance PDDL+ - Goal
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5. RESULTS

We develop a Shell script in bash to unify the planning process. The script reads

the domain and the instance in PDDL+ and sends to ENHSP. The ENHSP allows you to

choose specific setting as search engine (e.g.sat and opt). Sat and opt are the configura-

tions for the satisficing and the optimal version of ENHSP. All the results presented were

considering the optimal planning as default, but the script presents the other available

options of search engine. The script calls ENHSP that plans the paradigm according to

the goals defined in the instance problem, saving in a text file. After generating the stim-

ulus sequence, we convert it so that it can be presented to the subject during the MRI

scan. To present such paradigm, our script uses the Psychopy software and generates the

corresponding paradigm from the csv file, being ready to be used during the fMRI exam.

We test two scenarios by changing the ROIs to be actived and verifying the acti-

vation resulting from the generated paradigm. In the first scenario, presented in List 5.1

we defined ROI 94 (Right Postcentral) as a goal and that the paradigm should be between

1 and 1.5 minutes long.

(:goal
(and

(>= (total experiment_time) 60)
(<= (total experiment_time) 90)
(active_ROI_94)

)
)
(:metric maximize (intensity_ROI_94))

Listing 5.1: First Scenario - ROI 94

The paradigm generated was the P4 (Section 4.1), a verbal memory task, com-

posed of 8 true memories and 5 false memories, of 2 seconds each. In addition to these,

the paradigm was composed of an instruction block (10 seconds) and 14 rest blocks (1.75

seconds each), totalizing 60.5 seconds of paradigm. Figure 5.1 shows the ROI 94 local-

ization in brain atlas blue painted (Figure 5.1a) and the resulting activations from this

paradigm red painted (Figure 5.1b).

In the second scenario we defined ROIs 66 (Left Superior Frontal) and 85 (Right

Lingual) as the goals and that the paradigm should be between 5 and 6 minutes long. The

paradigm generated was the P3 (Section 4.1), a verbal language paradigm, composed of

8 regular words, 13 irregular words and 12 pseudo words, of 7 seconds each. In addition

to these, the paradigm was composed of an instruction block (10 seconds) and 34 rest

blocks (1.75 seconds each), totalizing 300.5 seconds of paradigm, just over 5 minutes.

Figure 5.2 shows the ROI 66 localization in brain atlas blue painted (Figure 5.2a), the ROI

85 localization blue painted (Figure 5.2b), and the resulting activations from this paradigm
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(a) ROI 94

(b) Resulting brain activation

Figure 5.1: Planned paradigm results for ROI 94, the Right Postcentral, as planner’s goal.
The location of ROI 94 in the brain is painted blue (a). The activations resulting from the
paradigm planned in the first scenario (1-2 minutes as experiment time) is red painted (b).

red painted (Figure 5.2c). With this examples we can confirm that the planner generates

paradigms according to the defined goal.

The main contribution of this work is an automatic mechanism that allows a

surgeon to assess cognitive activities related to areas at risk of injury during the surgi-

cal removal of brain tumors or resectable lesions. As an example of the importance of

presurgical planning, we use the case report of an adolescent patient with an intractable

epilepsy [42], presented in the Section 2.4. The patient had a left congenital temporal lobe

tumor, a structural abnormality near cortical language areas. We compare our presurgical

planning domain with the results obtained by the actual fMRI scan used for presurgical

planning of the Chapter 2.4, shown in Figure 2.7.

In order to generate the paradigm for the fMRI presurgical planning, we set ROI

58 (Left Pars Triangularis) as the planner’s goal. The Left Pars Triangularis is the triangular

shaped cortical region of the Left Interior Frontal Gyrus (LIFG). LIFG plays a key role in

the cerebral cortical network that supports reading and visual word recognition [8]. We

chose this region because it is one of the regions responsible for language processing,

comprehension, and production [32]. The paradigm obtained by the planner is a language

paradigm that uses visual words stimuli. For each word, the subject responds with buttons
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(a) ROI 66 (b) ROI 85 (c) Activations

Figure 5.2: Planned paradigm results for ROIs 66 and 85 as planner’s goal. The location
of ROI 66 in the brain is painted blue (a). The location of ROI 85 in the brain is painted
blue (b). The activations resulting from the paradigm planned in the second scenario (5-6
minutes as experiment time) is red painted (c).

if the word presented exists or not. Figure 5.3 shows the brain activations of our planned

paradigm.

Figure 5.3: Comparison of the results of the presurgical planning described in Figure 2.7
with the results of our paradigm planner. Brain’s activations for the paradigm planned to
ROI 58 as planner’s goal (a).

The cursor points to activation in the LIFG region and a right-sided activation of

frontal language areas and occipital lobe activation can also be observed in the figure.

The presence of occipital activation is common because it is a region of the visual cortex.

Consistent with Wada, fMRI predictions, and our fMRI paradigm planner, the removal of

the mesial temporal tumor did not result in significant loss of language or verbal memory

functioning. This demonstrates the value of fMRI activity during language testing and the

potential of fMRI to provide new insights into brain functional organization for patients

treated for epilepsy [42]. The paradigm planned by our domain obtained results very

similar to those obtained in the fMRI exam carried out in this clinical study.
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6. RELATED WORK

Recent approaches [4, 2, 5] use neural-networks to automatically generate do-

main models from images. These neural networks convert an input image into a dis-

cretized representation, which can stand for the logical fluents used in planning. This

obviates the need for a domain expert, and turns the problem of planning domain design

into a data-driven one. This is especially important for domains involving real-world phe-

nomena that need to be captured in fine detail, as is the case for fMRI paradigm design.

Previous work shows the difficulty of modeling the BOLD signal. [31] study at-

tempted a Bayesian estimation of the cerebral Hemodynamic Response. This is a way to

analyze BOLD fMRI data considering the whole brain as a system. This system is character-

ized by a transfer response function, called the Hemodynamic Response Function (HRF).

After extensive research and mathematical modeling, they proved that, in real data, a

wide variety of HRF forms are found. This shows that there is still more to investigate

and much research to be done. We found several studies on this type of modeling, but

with unsatisfactory results. We have not found related work suitable as a basis for the

application of automated planning to paradigm design. In this way, our work is the first to

attempt to model fMRI paradigms using automated planning.
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7. CONCLUSION

We developed an application of PDDL+ to planning neuroimaging paradigms to

solve the dual problem of effective paradigm design and scan cost minimization. Em-

pirical experimentation shows that our planner successfully generates a valid presurgical

planning paradigm that approximates the activations expected of a manually designed

paradigm. Our planner was developed to create paradigms within the time frame that the

user defines and, in that time, maximize the intensity of each region.

Our first ideas and approaches involved the research of mathematical modeling

of the BOLD signal. Mathematical signal modeling is still an emerging area of research,

widely studied and with many different approaches [18, 48, 20]. The latest [20] uses a

model-based Reinforcement Learning technique for systems with non-Markovian dynam-

ics, as BOLD signal. One of the works used to study mathematical modeling [31] shows

that even with an efficient framework, BOLD signal curves in real life are very different. To

work with the BOLD signal and try to predict exact activation values, our database would

need many images of different ages and populations. As this is an extremely complex

job and would demand a much larger dataset and more research time, we chose to work

with average values. Therefore, we decided to use the mean values approach, based on

the ttests that were done. Previously, we used empirical values and now, values that

correspond to reality.

The final version of our paradigm planner uses values of brain activation intensity

based on data from four different functional magnetic resonance paradigms. Our planner

still has some limitations, such as the number of paradigms included and the age range

of the participants used. We only use data from children, as this was the only extensive

enough dataset we had access to, but we are confident our approach can be used for any

other populations. By expanding the amount of data and stimulus options, our tool will

become much more complete and effective.

We initially propose to solve the dual problem of effective paradigm design and

scan cost minimization. Our work asks the user to define the minimum and maximum

times that the paradigm should take in the scanner and also which regions should be

active. Planning with a pre-defined time is important to try to minimize the cost of a

scan, which is proportional to the time within the fMRI scanner. Thus, the planner seeks

a paradigm, at the pre-defined time, to activate the defined regions and maximize their

intensity.

There is still much research to be done in this area and our work is the first to

attempt to use this type of approach in an fMRI context. We published our initial results

in the 31st International Conference on Automated Planning and Scheduling (ICAPS) [11].

We have recently submitted a more complete version of this work to a journal and expect
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to publish it within a year. In conclusion, our approach provides the basis for using auto-

mated planning in the context of designing fMRI paradigms. Moving forward, we expect

this application to become a useful tool for Neuroscientific research and as a supporting

resource for presurgical planning.
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APPENDIX A – ROIS ACTIVATION VALUES

ROI E1 E2 E3 E4 E5 E6 E7 E8 E9

6 0.85 0.7 2.35 0.73 2.57 0 0.08 0.03 0.03

7 0.4 0.1 7.9 1.13 0.6 0 0.04 0 0

8 0.1 0 0.95 0.4 0.7 0 0 0 0

12 0.8 0.6 2.75 5.4 3.23 1.25 1.75 0 0

13 0 0 0 1.46 0.23 0.17 0.04 0 0

14 0.5 0.15 0.65 1.2 1.53 0 0.08 0 0

15 0.45 0 0.65 0.46 0.47 0 0 0 0.1

16 0.6 0 1.4 1.1 2.13 0 0 0 0.03

17 0 0 0 0 0 0 0 0 0

18 0.05 0 0 0.03 0.07 0 0 0 0.03

24 1 0.3 3.65 2.83 4.53 1.46 0.58 0 0.1

25 0.15 0.25 1.65 2.7 1.97 0.37 1 0 0.5

26 0 0 0.4 0.6 1.2 0.08 0 0 0

27 1.35 2.45 4.2 5.76 4.53 1.17 0.12 0 0

28 0.05 0.2 0.95 1.53 0.47 0.79 0 0 0

29 0.45 0.2 1.35 0.9 0.73 0 0 0 0.23

30 0.05 0 0.45 2.83 2.57 0.04 0 0 0.03

31 0 0 0 0.06 0 0 0 0 0

32 0 0 0.05 0.23 0.23 0 0 0 0.1

40 4.8 4.85 6.95 3.3 2.53 0.29 8.67 6.13 6.5

41 4.15 3.1 4.75 0.1 0.63 2.37 4.17 0.53 0.83

42 15.5 15.8 24.6 5.53 7.13 7.95 8.70 2.53 3.1

43 18.75 18.1 18.1 11.53 11.67 7.17 6.17 1 1.9

44 0.1 0 0.95 3 2.03 0.08 0.58 0 0

45 18.85 19 24.95 5 4.73 6.67 13.25 0.7 0.5

46 44.5 45.55 50.85 21.93 18.37 14.25 11.70 0 0

47 3.65 3.95 11.65 0.5 3.57 0 0.17 0 0

48 11.55 11.9 12.45 8.96 9 3.91 0 0.03 0.03

49 22.8 22.3 22.85 6.7 5.4 14.67 15.45 0 0.03

50 1.2 2.25 6.1 1.67 2.23 1.08 2.25 2.07 2.37

51 12.55 13.3 15.7 10.8 10.67 7.79 4.20 1.37 1.7

52 4.85 1.95 9.9 4.27 3.5 0 0.45 0.33 2.07

53 6.1 6.25 16.55 5.53 3.33 0 1.37 3.47 3.83

54 1.35 1 1.7 1.5 1 0.5 0.12 0 0.23

55 10.1 7.65 8.8 11.07 6.27 0 0.17 0 0
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56 12.35 13 19.2 1.63 0.23 2.95 14.37 5.4 6.23

57 0.1 0.2 0.35 0.5 0.43 0 0.12 0.07 0.1

58 0.55 1.35 1.6 1.27 0.4 0.20 0.87 0.53 1.13

59 2.65 1.9 2.15 1.1 1.37 1.17 2.41 0.33 0.63

60 4 5.7 30.45 17.47 5.43 0.79 9.41 0.9 2.23

61 4.75 5.25 5.5 5.07 4.6 0.04 0.67 0.03 0.03

62 17.3 15.1 27.45 7.4 1.97 4.12 5 2.7 3.1

63 29.35 29.4 28.9 15.33 18.17 2.17 0 0.63 0.5

64 3.3 1.3 6.1 2.9 2.43 0 0.12 0.03 0.77

65 8 4.75 12.45 2.9 1.9 0 5.67 0 0.03

66 17.25 16 33.75 8.67 16.3 11.54 8.95 4.77 4.3

67 10.65 9.7 12.3 6.97 3.07 9.12 2.29 0 0

68 4.25 3.7 8.1 12.33 2.73 0 1.37 10.67 11.83

69 1.45 3.75 8.85 6.13 1.17 0 2.95 2.9 2.4

70 0 0 0 0.03 0 0 0 0 0

71 0.05 0 0 0.1 0 0 0 0 0

72 0 0 0.35 1.83 0.57 0 0.17 0.57 0.73

73 2.5 2.5 4.55 3.77 0.23 1.04 4.08 0.7 0.87

74 7.9 8.6 9.65 10.27 8.23 0.17 3.83 4.7 5.2

75 3.3 2.1 4.55 0.2 0.6 1.62 1.91 0.47 0.73

76 13.3 17.35 11.1 2.4 13.07 7.79 9.08 0 0.63

77 14.9 14.9 15.45 9.57 10.9 5.58 4.5 0.83 1.26

78 0.9 1.6 1.7 1.23 1.17 0 0 0 0

79 13.9 14.05 17.2 6.8 7.2 6.17 11.79 0 0.07

80 45.85 50.45 51.8 24.9 21.6 17.5 13.58 0.5 1.87

81 7.1 7.65 8.95 2.33 2.07 0.08 0.45 0 0

82 10.25 10.5 10.7 7.73 7.73 3.41 0 0.03 0.4

83 24.2 24.1 23.8 8.6 7.4 18.95 16.41 0.03 0.23

84 3.7 3.45 10.8 2.47 2.97 1.58 2.91 0 1.03

85 13.75 14.1 14.85 10.97 11.27 8.41 3.66 0.4 0.77

86 8.6 8.75 12.35 6.8 5.73 1.83 3.20 0.07 2.43

87 6.85 8.35 11.9 8.47 6.97 0 2.67 3.43 3.7

88 2.5 2.65 3.1 2.03 2 1.5 0.79 0 0

89 6.2 6.35 11.55 9.73 4.73 0 2.83 0 0.7

90 4.2 3.4 6.05 1.9 4.33 2.62 7.95 0.03 1.4

91 0.15 0.15 1.05 0.33 0.43 0.04 0.5 0 0.03

92 0.4 0.2 2.65 0.47 0.93 0.37 1.12 0 0.13

93 3.25 2.25 2.65 1.67 2.47 0.91 4.17 0.56 0.67

94 13.3 9.7 20.9 16.9 5.9 2.7 13.62 2.13 2.6
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95 4.15 4.6 5.05 4 3.87 0 0.83 0 0.27

96 9.4 6.5 13.2 5.4 1.67 3.33 6.58 0.87 1.03

97 30.4 31.05 31.3 16.87 19.4 3 0.87 1.23 1.2

98 1.95 1.8 3.15 2.07 1.37 0 0.20 0.03 0.3

99 11.95 10.3 16.25 5.53 5.6 1.33 2.7 0 0.07

100 30.95 23.45 31.2 9.43 10.97 6.83 7.87 2.2 2.17

101 8.25 14.15 15.8 6.03 4.97 9.45 1 0 0

102 9.75 10.35 12.85 14.97 7.23 2.17 1.04 8.87 10.23

103 5.1 9.65 12.9 6.97 2.4 3 2.79 3.37 3.8

104 0.05 0 0.35 0.2 0.1 0 0 0 0

105 0.35 1.8 2.05 0.5 0.2 0.08 0 0 0

106 0 0 0 1.13 0.2 0 1 0.5 0.43

107 4.55 5.1 6.95 4.4 0.8 3.45 5.08 0.07 1

Table A.1: List of the Activated Voxels
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