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For the past decade, performance-driven animation has been a reality in games and
movies. While capturing and transferring emotions from human beings to avatars is
a reasonably solved problem, it is accepted that humans express themselves in
different ways, with personal styles, even when performing the same action. This
article proposes amethod to extract the style of human beings’ facial movement
when expressing emotions in posed images. We hypothesize that personal facial
styles may be detected by clusteringmethods based on the similarity of individuals’
facial expressions. We use the K-Means and Gaussianmixture model clustering
methods to group emotion styles. In addition, extracted styles are considered to
generate facial expressions in virtual humans and are tested with users. After an
evaluation using both quantitative and qualitative criteria, our results indicate that
facial expression styles do exist and can be grouped using quantitative
computational methods.

Each person’s unique way of acting and moving
in real life can influence how virtual characters,
who should imitate real people, are animated

in virtual environments. This is present in the perfor-
mance-driven animation (PDA) area when transferring
data from real actors to virtual humans.1

Meanwhile, regarding human facial expressions,
there are several studies that suggest they are univer-
sal and a physiological response to our emotions.2

According to Ekman,3 there are seven universally rec-
ognized emotions (Disgust, Anger, Fear, Sadness, Hap-
piness, Surprise, and Contempt), which directly trigger
the same set of facial muscles and produce very simi-
lar expressions in any human being. However, more
recent studies have since refuted this long-standing
universality hypothesis, as can be seen in discussions
proposed by Jack et al.4 and Elfenbein and Hess.5 In
this study, we also argue that expressions by different
subjects within one emotional category can be differ-
ent, although recognizable. In order to classify and
discretize human facial expressions, Ekman proposed
the facial action coding system (FACS),6 which

codifies facial expressions by abstracting the set of
muscles that lead facial movements. The system
defines a set of action units (AUs), which represent
muscle contraction and relaxation. Through the AUs,
the system defines how the contraction of each facial
muscle (alone and in combination with other muscles)
changes the appearance of the face. Although the
FACS had been conceived to describe Ekman’s obser-
vations in psychology, most researchers of computer
graphics and computer vision use the FACS system to
compose (or decompose) facial expressions.

Furthermore, human motion can be characterized
in at least two main aspects: 1) content and 2) style.7

Content represents a task that is performed with an
objective purpose (e.g., walk, jump, and throw a ball),
while style describes how each individual performs
the defined action, that is, how a person walks, jumps,
or throws a ball, and this style may differ from person
to person regarding the manner through which the
actions are performed. In our study, the concept of
emotion style would be a person’s unique way of
expressing emotions and how it differs from other indi-
viduals, even when expressing the same emotion.
Much work has been conducted in the perceptual
area, aiming to study people’s perception of facial
expressions.5 In this work, we are mainly interested in
providing a method that allows the extraction of facial
emotion styles quantitatively, and validating them
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qualitatively. Indeed, it is a challenging area because
some facial expressions have considerable overlap,
according to Kohler et al. 8

Nevertheless, why is studying people’s emotional
style relevant? This research type is relevant in the
context of interfaces for entertainment applications,
such as games and gamified products, where the ava-
tar’s emotion is important in the included narrative.
Indeed, it is important that virtual characters display
more variety of expressions to communicate the same
emotional state in a way that is more similar to how
human beings do, in order to make their nonverbal
behavior more natural and believable. In particular, we
are not interested in the imitation process, which cur-
rently can be covered using PDA, but synthesizing
new animations, based on a particular style and
expressing more variation, similar to what humans do.

Possible applications are themotion and style trans-
fer to animated characters in games or movies, which
can be more realistic and better promote engagement
and trust to the users.We can use personalized emotion
styles to represent the user through an avatar in virtual
environments or explore specific emotion styles to bet-
ter produce empathetic and convincing virtual humans.
Understanding individual emotion styles can also con-
tribute to improving facial expression and emotion
detection algorithms, or even in creating applications to
help and train people to understand and recognize dif-
ferent styles of expressing emotions.

In this work, we intend to investigate the extraction
of facial emotion styles from still pictures. We consid-
ered the acted content to be all six basic emotions,
according to Ekman’s universal emotions,3 i.e., Happi-
ness, Fear, Disgust, Anger, Surprise, and Sadness; while
style states for the variations observed within the
expression of these emotions. We use two datasets:
first, we experimented with 11 subjects whowere asked
to express the same emotions but in their own style,
not imitating some reference, which defines a posed
dataset. We also used the FacesDB dataset9 (also
posed facial expressions) and measured their expres-
sions using FACS. This dataset contains images of 36
individuals demonstrating, among many other expres-
sions, those six basic emotionsmentioned previously.

RELATEDWORK
Studies that have been made on the subject of motion
style in the literature mostly address body motion or
facialmotion style for expression transferring to 3D char-
acters. In this section, we address some of these works
and other facial expression related studies that attempt
similar experiments to the onesmade in our work.

Kunz and Lautenbacher10 have done a similar study
to the one we propose; however, they attempt to detect

individual facial patterns of expressing pain instead of
emotions. Their method for achieving this was also simi-
lar. First, they assessed facial expressions during pain in
two different individuals’ samples and then had each of
these measured by trained professionals using FACS.
After that, they applied both a hierarchical clustering
analysis and K-Means clustering using k ¼ 4 to group
individuals by theirmanner of expressing pain.

Elfenbein and Hess5 provided evidence for the
presence of cultural differences in the appearance of
facial expressions. They evaluate ten different emo-
tions, including the six universal ones. They expected
more substantial differences for emotions that are
more frequently used as signals for a social audience
(Anger, Happiness, and Sadness) and least likely for
expressions typically invoked by nonsocial elicitors
that have reliable reflex components, such as Disgust
and Surprise, or that are very similar in appearance
across mammals, such as Fear. Considering the six
universal emotions, they found the most significant
variations in Sadness, Happiness, and Anger (decreas-
ing order). However, contrary to their expectations,
the study found a weak yet significant difference for
surprise and no significant variants in Disgust and
Fear. Nevertheless, Disgust was not well recognized
across both groups and presented significant differen-
ces, even in-group analysis, while Happiness was well
recognized even with significant cultural variants.

Meanwhile, learning the motion style of people for
3D character animation has turned into an exciting
research field for the past few years. Facial motion
style is a novel research field in the computer facial
animation area. The goal is to learn the motion style of
an actor and either synthesize novel motions or trans-
form existing motions as if the original actor per-
formed them. Ma et al.11 introduced a constraint-
based Gaussian process model that can effectively
learn the editing style from a small set of facial editing
pairs, which can be applied to automate the editing of
the remaining facial animation frames or transfer edit-
ing styles between different animation sequences,
being able to reduce the manual efforts necessary in
most of the current facial animation editing practices.

Given these related works presented, our main
contribution with this work is the exploration of differ-
ent manners of expressing the six basic emotions
through the use of computational clustering methods,
as well as the study of how such styles can be applied
to the facial expressions of virtual humans in com-
puter animation.

METHOD
This section describes the proposed methodology,
which is organized in four sections: 1) we detail the two
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datasets used in thiswork; 2) we describe ourmethod to
extract data to compute the facial styles; 3) we propose
a manner of clustering individuals, based on their
expression style for each emotion, along with the meth-
ods used to evaluate such clustering; and lastly, 4) we
attempt to represent the different styles found by the
most well-evaluated clusterings in a virtual human.

Datasets
First, it is important to present some concepts. In general,
facial expression datasets can be created with many dif-
ferent approaches. First, by trained experts, e.g., having
Ekman training, where subjects learn how to express
emotions with a specific facial expression that follows
the definition created by Paul Ekman;3 second, facial
expressions can be posed, if the participants are asked
to performdifferent expressions, but they are not trained,
i.e., expressions can be individualized, without training,
but they are not spontaneous. Finally, we can have spon-
taneous expressions in a natural way. This last presents a
challenge with respect to creating a dataset because we
need the ground-truth regarding participants’ emotion.

In this work, we investigate two datasets, both
posed. First, we decided to create our own database,
which was already used in previous work.12 Second,
we used a dataset from the literature,9 which claims
to be posed and not trained, like ours, but having
more subjects. The next sections detail such datasets.

Dataset FACES-Lab
We created our database, from now on called FACES-
Lab.12 We recorded the footage of individuals by ask-
ing each of them to express each of the six basic emo-
tions in their way, while sitting in front of a camera, as
commonly used in the area. Although there are many
datasets in the area, we created our own to assure
that the individuals were instructed to act as sponta-
neously as possible (i.e., not imitating a pattern), even
if this dataset is classified as a posed one. Six videos
were recorded for each subject (one for each emotion)
using a 720p/30 fps camera. The videos begin with the

subject in a neutral expression until they are asked to
express a certain emotion and hold it for five seconds.
Since there were no stimuli for the subjects to express
their emotions, Figure 1 was available to those who
asked to see an example of what each expression
should look like; however, we made it clear that they
should not attempt to mimic the expressions in the
images and instead try to do it in their own style. The
group consisted of 11 subjects, ten males and one
female, around the same age group (ranging from 18
to 29 years old). The subjects were lay people, not
actors. Figure 2 shows one of our subjects presenting
all of the six basic emotions, as an example of our
dataset. It is possible to note the difference between
performed expressions in Figures 1 and 2, to show that
expressions were different from the Ekman reference.3

Dataset FacesDB
In addition to FACES-Lab, we included the FacesDB
dataset,9 which contains images of 36 individuals,
composed of 20 men and 16 women, with the majority
aged between 20–50 years. The images in this dataset
consist of 14 samples for each subject, six of which
are the basic emotions we needed, and the remaining
samples are facial expressions with mouth and eyes
open and closed, along with two samples correspond-
ing to the lateral profiles of the subjects.

Extracting Data From Footage and
Defining the Motion Style
To get quantitative data from the recorded footage,
we use OpenFace,a an open-source facial recogni-
tion software that uses deep neural networks that

FIGURE 1. Graphic representation of the emotions used in the

experiment.6

FIGURE 2. One of our subjects expressing all of the six basic

emotions.

ahtt _ps://cmusatyalab.github.io/openface/
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includes, among other features, the detection of 17
AUs6 in photos and videos. Table 1 lists all of the AUs
that the software can detect. In our work, we took all
of them into account except for AU45, which repre-
sents blinking, an AU that does not affect the percep-
tion of any of the six basic emotions used in this work
Ekman’s EMFACS13 and is not relevant because we
are working with still images.

Using OpenFace, we can obtain the intensity of each
AU on each image.Whenworkingwith FACES-Lab, since
we have videos, we extracted the framewith the highest
average AU intensity from the ones present in the spe-
cific emotion, to be processed in the next step. Also,
such frames were visually evaluated in order to verify if
they represent the expected emotion. For the FacesDB
dataset, this extraction was not necessary since the
footage is already in the required image format, and
thus, theywere processed directly in the software.

In this work, we propose that all subjects express
their six basic emotions in six pictures. The pictures
are processed using OpenFace and generate six facial
emotion styles, one for each of the basic emotions.
Of course, there are many ways and intensities that a
person can express his/her emotions. In this work, we
are working with one picture of each subject for each
emotion, but it is plausible to consider that our
method can work with many samples for each person.

Let ~ESi ¼ f~Hi; ~Fi; ~Di; ~Ai; ~Sui; ~Sig be the vector that
states the emotion style of individual i, where parame-
ters state for six basic emotions. Each one is a vector
that comprises all AUs’ intensity values, as extracted
from the individual face, using OpenFace. Thus, for
each individual from the studied datasets, our method
extracts 11 ~ES from FACES-Lab and 36 from FacesDB.

Grouping Individuals by Emotion
Once we have computed ~ES of the 47 subjects in the
datasets, we could start the process of clustering
them to group emotion styles. To cluster the subjects,
we used K-Means14 and Gaussian mixture models15

(GMM), with the input data being the AU intensities
contained within ~ES of each subject, normalized
between 0% and 100%. K-Means was chosen because
it was used in other related work,10,12 and it is also a
very known method in scientific literature. GMM was
chosen since, as its name implies, each cluster cre-
ated by the method is modeled after a different
Gaussian distribution, an approach that is more flexi-
ble for modeling data than other clustering methods,
such as K-Means. In comparison to the latter, GMM
also considers the variation of data when clustering,
instead of taking into account only the mean. Further-
more, we processed the Akaike information criterion
(AIC)16 and Bayesian information criterion (BIC)17 for
each emotion as a way of helping us select the best
number of clusters and components to use when
applying the K-Means and GMM methods, respec-
tively. The AIC and BIC are both penalized-likelihood
criteria, trying to deal with the tradeoff between the
goodness of fit and the model’s simplicity. Usually, BIC
penalizes model complexity more heavily. In general, it
might best to use AIC and BIC together in model
selection.18 The results obtained with those informa-
tion criteria for each method and emotion can be
seen in Table 2, and both AIC and BIC agree for all
emotions. The number of clusters, however, can be dif-
ferent considering the two clustering algorithms. We
can see that when using K-Means, the ideal number
for k would be 5 for Happiness, 4 for Fear, 3 for Dis-
gust, and so forth. Meanwhile, with GMM, the recom-
mended number of components n would be 4 for all
emotions except Surprise, which is 3.

The Python library Scikit Learnb was used for all
the analyses cited above. We tested both clustering
methods using 1–21 clusters for each emotion and
computed the AIC and BIC values.

For evaluating the obtained clusters, we use the Sil-
houette Scoremethod,19 which is ameasure of how sim-
ilar an object is to its cluster (cohesion) compared to

TABLE 1. All of the 17 facial expressions detected by OpenFace

and their respective code (AU) on the FACS.

Facial Expression Corresponding Action Unit

Inner brow raiser AU1

Brow raiser AU2

Brow furrow AU4

Eye widen AU5

Cheek raiser AU6

Lid tighten AU7

Nose wrinkler AU9

Upper lip raiser AU10

Lip corner puller AU12

Dimpler AU14

Lip corner depressor AU15

Chin raiser AU17

Lip stretcher AU20

Lip tightener AU23

Lips part AU25

Jaw drop AU26

Blink AU45

bhtt_ps://scikit-learn.org/
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other clusters (separation) and results a range from �1
to +1 (a higher value indicates that a particular object
matches to its own cluster and poorly matches to other
clusters). In addition, we also use the longest common
subsequence (LCS) distance20 to evaluate the clusters
by comparing the AUs present in each facial expression
of each individual and calculating an average distance
between each cluster (including the cluster’s distance
to itself). Results obtainedwith both approaches are dis-
cussed in the “Experimental Results” section.

Representing Emotion Styles in a
Virtual Human
Once the clustering is complete, we use a 3D facial rig
based on FACSc to represent the styles found among
the most well-evaluated clusterings for each emotion,
as discussed in the “Experimental Results” section. The
rig allows the character’s facial expressions to be
changed by altering the intensity of each desired AU,
which are the same ones used by the OpenFace soft-
ware (see Table 1). This allows us to transfer the AUs’
characteristics of a certain cluster directly to the rig, giv-
ing us a graphical generalization of the styles found for
each emotion. Since the cluster is made up of faces that
have been clustered together by their similarity in some
AUs, it is plausible that not all faces are equal. That said,
when customizing a virtual character with AU data from
a certain cluster, it is necessary to create the generaliza-
tion of the style of each cluster. In order to achieve this,

we define three different operations to be applied on the
AU data of the clusters and transferred to the rig, based
on data generalization methods applied in cartogra-
phy.21 These operations are as follows.

› Smooth—transfer the mean intensity of the
most frequent AUs in each cluster (i.e., the ones
present in all subjects) to the rig, giving us a visu-
alization of a generalization of the cluster’s style.

› Exaggerate—increase the mean AU intensity to
be transferred to the 3D model by a certain
percentage (e.g., 25%, 50%, and 75%) while not
trespassing a value greater than the highest
intensity observed for each AU in the cluster.

› Simplify—when calculating the mean intensity of
each AU, consider a sample containing only the
n most representative subjects of the cluster
(i.e., only the n subjects closest to the cluster’s
centroid), where the value of n can be defined by
the user (for our experiments, we used n ¼ 3).

To alter the model’s facial expressions and render
them to the images seen in this article, we use the 3D
computer animation software Maya.d Table 3 presents
the generated facial expressions obtained when apply-
ing the operations described previously to the happiness
clusters acquired using GMM. The results generated for
the remaining five emotions can be seen in Tables 31–35
in the Supplemental material, while our method for eval-
uating how well these facial expressions represent the
clusters is described in the “Public Survey” section.

PUBLIC SURVEY
As a means of evaluating the operations defined in the
previous section, we conduct a public survey with lay
people in order to determine which of these opera-
tions are more appropriate for the generalization and
representation of emotion styles in a virtual character,
according to human perception.

The questionnaire is composed of two parts: the
first one contains two control questions while the sec-
ond part contains a total of 21 questions that evaluate
the similarity between the generated facial expressions
and the cluster that they attempt to represent, using
themost well-evaluated clustering of each emotion.

Table 4 presents the two questions of the survey (first
part) in more detail. These questions were presented to
determine if participants were capable of discerning
facial expressionsmanifesting different emotions in vary-
ing levels of intensity, an ability that would be necessary
to give a valid response to the questionnaire. Indeed,

TABLE 2. Results obtained upon using the AIC and BIC for

recommended number of clusters for each emotion.

Emotion Clustering method AIC BIC

Happiness K-Means 5 5

Fear K-Means 4 4

Disgust K-Means 3 3

Anger K-Means 3 3

Surprise K-Means 3 3

Sadness K-Means 3 3

Happiness GMM 4 4

Fear GMM 4 4

Disgust GMM 4 4

Anger GMM 4 4

Surprise GMM 3 3

Sadness GMM 4 4

chtt _ps://www.turbosquid.com/3d-models/3d-model-of-rig-
based-facs/1005479 dhtt _ps://autodesk.com/maya
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such questions aim to evaluate our method by showing
the same style (cluster) generalization to the participants,
with varying characteristics (Simplify) and intensities
(Smooth and Exaggerate 50% and 75%). Q1 was formu-
lated to determine whether the participant was able to
discern between different emotions, so we ask to indi-
cate which of the presented images was expressing Hap-
piness. For the alternatives, we hand-picked images from
our generated dataset that express Anger (Anger K-
Means C0 with 75% exaggeration), Sadness (Sadness K-
Means C3 Smooth) and Happiness (Happiness GMM C0
Smooth), respectively. These specific expressions were
chosen because they were among the most expressive
styles found, which made the emotions more clear for
the participants. Since we are not evaluating our method
in this first section, but rather certifying that the partici-
pants are apt for providing a valid response, wewere con-
cerned with selecting images that would be appropriate
for differentiating the emotions, regardless of the cluster
or method used to generate them. For Q2, we wanted to
test if the participant was able to differentiate between
varying intensities of the same emotion. For the alterna-
tives, we also hand-picked images from our generated
dataset, but in this case made sure to choose images
from the same style (HappinessGMMC0Smooth, Happi-
ness GMM C0 with 50% exaggeration, Happiness GMM
C0 with 75% exaggeration, with Happiness GMM C0
being the most expressive style found for Happiness—a
characteristic that made the variation in intensities
between generated images more visible). Thus, for these
control questions, we objectively had a correct

alternative, which is Q1-c) and Q2-c), as shown in Table 4.
It is important to note that the alternatives for Q1 and Q2
were presented to the participants in randomorder, as to
avoid order bias. The subjects who were unable to pro-
vide the correct answer for any of these questions were
not accounted for in the final results.e–i

As for the second part of the survey, an example
of the format of the questions can be seen in Figure 3.
We include a question for each of the clusterings with
the best quantitative evaluation for each emotion (as
seen in the “Experimental Results” section), which
results in a total of 21 questions. The objective is to find
which of the operations better represent a cluster, given
pictures of two of the most representative subjects in
such cluster for comparison. In the given example,
the participants could choose between the Smooth,
Simplify, and Exaggerate 50% and 75% options, respec-
tively. For some clusters, however, the results obtained
when using Exaggerate 50% and 75% were the same
(as can be seen in all K-Means Anger clusters in Table 31
in the Supplementalmaterial, for example). This happens
because we do not allow the exaggerated value to sur-
pass the maximum intensity observed for each AU in
the cluster in question, as mentioned in representing
emotion styles in a virtual human. For these caseswhere

TABLE 3. Example of the results obtained with our defined operations for cluster style representation.

Note: In this table, we show the results obtained with the Happiness GMM cluster AU data.

e Anger K-Means C0 with 75% exaggeration.
f Sadness K-Means C3 Smooth.
g Happiness GMM C0 Smooth.
h Happiness GMM C0 with 50% exaggeration.
i Happiness GMM C0 with 75% exaggeration.
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maximum exaggeration had already been achieved with
50%, we presented only three alternatives (Smooth, Sim-
plify, and Exaggerate 50%), along with “None” and “I
don’t know.” This factor was accounted for when analyz-
ing the survey results, as explained in the “Public Survey
Results” section. It is important to note that, for this part
of the survey, the alternatives for the questions were not
shown in a randomized order, so that the “None” and “I
don’t know” options would always be listed last, encour-
aging the participants to look at all available images
before choosing one of these latter options. As for the
order that the questions were presented, we made sure
to alternate between the six emotions, in order to pre-
vent participants from analyzing toomany images of the
same emotional category at once, which could cause
visual fatigue and affect the results (e.g., {Happiness C0,
Anger C0, Disgust C0, Fear C0, Surprise C0, Sadness C0,
Happiness C1...} instead of {Happiness C0, Happiness C1,
Happiness C2, HappinessC3, Anger C0, Anger C1...}).

EXPERIMENTAL RESULTS
First, we present the clustering results obtained using
the K-Means and GMM clustering methods. After
that, we present the Silhouette Score and LCS distan-
ces evaluation of the results. It is important to notice
that the virtual character is not imitating a specific
person’s style, but representing one of the defined
ways to generalize the clusters (e.g., the Smooth oper-
ation). Lastly, we present the results obtained in the
public survey used to evaluate our method of repre-
senting emotion styles with the 3D model.

Clustering Results
This section provides both qualitative and quantita-
tive assessments (regarding AUs) of the clusters

proposed in this work. It is crucial to notice that we
are not arguing that 3, 4, or 5 is the expected number
of emotional styles existent in life. Our contribution
is to propose a method of capturing and extracting
emotional style in faces, providing a study on the
grouping of such styles. For each emotion, we pres-
ent the differences in the two grouping methods
using K-Means and GMM (using the Jaccard index)
and access qualitatively the styles obtained with
images and generalizations of the facial expressions
of that style using a 3D model. Additional information
cited in this section is available in the Supplemental
material.

Happiness
When using K-Means clustering on the Happiness
emotion, the number of clusters was five. The classifi-
cation results for all 47 subjects can be seen in Table 7
in the Supplemental material. In addition, Figure 4
illustrates the five obtained clusters, where the two
selected subjects are the ones closest to their clus-
ter’s centroid [on the left, Figure 4(i)]. On the right
[Figure 4(ii)], we can see a plot showing the average
AU intensity of the most frequent AUs in each cluster
(i.e., the ones that were detected in all of the clusters’
members), with each of the colors representing one
of the 16 total AUs. This same data are also used
when synthesizing facial expressions using the

TABLE 4. Control questions presented in the first section of

the public survey.

Note: Alternatives marked with ** are the correct answers. The alter-
natives for these questions were presented to the participants in ran-
dom order at the time of the survey. The numbers beside each image
are referencing footnotes that show which cluster and method were
used to produce the facial expression.

FIGURE 3. Example of the format of the questions presented

in the second section of the questionnaire. The participants

were asked to compare the available 3D model facial expres-

sions to that of the photos and choose the one that seemed

most similar.
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Smooth operation, which will be seen throughout the
clustering results.

As can be seen in Figure 4(i) and 4(ii), the cluster-
ing method seems to group expressions with similar
intensities, but not only that, our method groups facial
styles. For example, C0 and C1 seem to represent simi-
lar intensities, but eyes are more closed in C1 than in
C0, as evidenced by the fact that AU7 (Lid Tighten),
was present in all of C1’s subjects with an average
intensity of 44.5% (std=11.1).

More specifically, although all of the clusters
except C2 presented the two AUs that define happi-
ness according to the EMFACS13 (AU6 + AU12), there
were many other unique AUs present in each cluster
that differentiates them between one another: Clus-
ters C0, C1, and C2 grouped subjects who smile with
visible teeth, while clusters C3 and C4 contain subjects
who smile only by pulling the corner of their lips. Sub-
jects in cluster C1 have a more intense and expressive
smile and also tightened their eyelids, as indicated by
the presence of AU7 (Lid Tighten) in their most present
AUs. Individuals on cluster C0 had their cheeks and
eyes remain neutral while having more action on the
brow area, as indicated by the presence of AU1 (Inner
Brow Raiser) and AU2 (Brow Raiser) in their most

representative AUs. Members of cluster C2 have a less
expressive smile and do not have their cheeks raised,
having their expressions be seemingly less spontane-
ous, as indicated by the fact that their most frequent
AUs pertain only to the mouth region (AU12—Lip Cor-
ner Puller, AU25—Lips Part, AU26—Jaw Drop). Lastly,
with clusters C3 and C4, it can be argued that they
should be combined into one cluster, as it seems like
there is no visual difference between their members,
and their set of most frequent AUs are similar.

When using GMM, the number of components
was 4. Table 8 in the Supplemental material presents
the results obtained with this method, while Figure 5
shows a visual representation of the four groups
obtained, where the subjects selected are the ones
with the highest probability of belonging to their
group, alongside a graph of the average intensity of
the AUs present in all of the subjects the clusters.

Upon inspecting Figure 5(i) and 5(ii), we can note
three clusters (C0, C1, and C3) that have members
who smile with visible teeth, and the differences
among them remain the same. Cluster C0 contains
the subjects who have an expressive smile and
tighten their lids (AU7), while C1 has subjects with
lower intensities and no AU14 (Dimpler), and C3 has
the subjects with less spontaneous expressions
again. With the K-Means method, we previously had
two groups with subjects who smiled without visible
teeth. However, when using GMM, since the number
of clusters was 4, the subjects who smile only by pull-
ing the corners of their lips were united in the same
cluster C3, which seems more coherent upon a visual
inspection.

To compare the results obtained with both cluster-
ing methods, we used the Jaccard index to measure
the percentage of similarities between the K-Means
and GMM clusters. For this emotion, the average simi-
larity between the clusters was 53%. We can note that
both clustering techniques were able to categorize
similar patterns, since cases where some subjects

TABLE 5. Average silhouette score for each clustering result

obtained on all six emotions for both the K-Means and GMM

methods.

Emotion K-Means GMM

Happiness 0.1539 0.1002

Fear 0.1674 0.1615

Disgust 0.1551 0.0954

Anger 0.0981 0.0686

Surprise 0.1847 0.1888

Sadness 0.1675 0.0948

TABLE 6. Average intercluster and intracluster LCS distances for each clustering result obtained for all six emotions using both

the K-Means and GMMmethods.

K-Means GMM

Emotion Intercluster distance Intracluster distance Intercluster distance Intracluster distance

Happiness 4.7061 (std=0.9133) 2.4747 (std=0.894) 4.5659 (std=0.6837) 3.2044 (std=0.3343)

Fear 5.4252 (std=0.6569) 3.8863 (std=0.5621) 5.4837 (std=0.7657) 3.7943 (std=0.514)

Disgust 4.7706 (std=0.6275) 3.518 (std=0.4562) 4.6163 (std=0.704) 3.3166 (std=0.2729)

Anger 5.2229 (std=0.192) 4.4978 (std=0.4016) 5.2279 (std=0.4123) 4.2066 (std=0.2394)

Surprise 5.1627 (std=0.2541) 3.6648 (std=0.4178) 5.1987 (std=0.2847) 3.6354 (std=0.361)

Sadness 5.4378 (std=0.5105) 4.3352 (std=0.4899) 5.1868 (std=0.4197) 4.1391 (std=0.7612)
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belonged to the same cluster in both methods could
be noted: fS2, S10, S11g in cluster C1 of both K-Means
and GMM, fS6, S15, S20, S26g in cluster C2 of both K-
Means and GMM, and fS1, S4, S9g in cluster C3 of K-
Means and GMM, for example. These similarities
between the results of both methods were highlighted
in bold in Tables 7 and 8 in the Supplemental material.
Figure 6 serves as a visual reference for these subjects
as well. Also, it is interesting to note that when we
decreased the number of clusters from 5 (using K-
Means) to 4 (using GMM), K-Means clusters C3 and
C4 were almost merged to form cluster C3 in the
GMM, with the only exception being that S7 went to
another group (GMM cluster C1). A visual reference of
S7 can also be seen in Figure 6.

Fear
For the Fear emotion, the number of clusters used was
four for both methods. Table 9 shows the results
obtained when using K-Means and Table 10 shows
results obtained using GMM (both tables can be found
in the Supplemental material). The subjects highlighted
in bold in both tables are the ones that were grouped in
the same clusters by both methods. Upon observing
Tables 9 and 10, it can be noted that the resulting clus-
ters are almost the same. We used the Jaccard index to
measure the similarity between the groups obtained

with both methods, and the results had an average of
being 86.75% similar.

In order to present all the four manners of express-
ing Fear found by the clustering methods, we chose to
use the results obtained by the K-Means method as
an example in Figure 7, where we show the four clus-
ters obtained as well as the average AU intensity for
the most present AUs in each of them. The equivalent
plotting for the GMMmethod can be found in Figure 21
in the Supplemental material and will not be discussed
due to its similarity with the K-Means results.

When observing the subjects’ pictures and the AU
intensity graph, we can make a few statements: All
clusters are visually different from each other, each
with unique characteristics in the subjects’ expres-
sions, as supported by the graph in Figure 7(ii). Subjects
in K-Means cluster C0 and GMM cluster C2 were char-
acterized mainly by having their mouths open and eye-
brows raised, as can be seen in Figure 7(i)- (a) and (b)
and as evidenced by the cluster’s most frequent AUs
(AU1—Inner Brow Raise, AU5—Eye Widen, and AU26—
Jaw Drop). Subjects in K-Means cluster C1 and GMM
cluster C1 were similar to C0, with the difference being
that they did not open their mouths and raise their
brows more, as can be seen in Figure 7(i)-(c) and (d)
and as evidenced by their set of most frequent AUs in
Figure 7(ii), which contains AU1, AU2 (Brow Raiser), and

FIGURE 4. Results obtained when clustering the emotion Happiness with K-Means, using k ¼ 5. On the left, we show the two

most representative members of each cluster (chosen by proximity to centroid), and on the right, we show a graph of the aver-

age AU intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members),

with error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and

100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average

intensity (Smooth operation) can also be seen.
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AU5, but does not contain AU26. K-Means cluster C2
andGMMcluster C3were characterized by having sub-
jects with their brows furrowed and lids tightened,
while also being the style that has the most number of
present AUs, as can be seen in Figure 7(i)-(e) and (f)
and as evidenced by the presence of AU4 (Brow Fur-
row) and AU7 (Lid Tighten) in their most frequent AUs.
Lastly, K-Means cluster C3 and GMM cluster C0 had

mostly members who either raised their inner brows or
furrowed their brows while also widening their eyes, as
can be seen in Figure 7(i)-(g) and (h) and as evidenced
by their most frequent AUs in Figure 7(ii) (AU1—Inner
Brow Raise, and AU5—EyeWiden).

Disgust
For the Disgust emotion, the recommended number of
clusters was 3 when using K-Means and 4 for GMM.
The complete results for the clustering using K-Means
and GMM methods can be seen in Tables 11 and 12 in
the Supplemental material. Upon inspecting the tables,
one can remark that while there are similarities
between the results from both methods, they are not
as evident as the previous emotions. When measuring
the clusters’ similarity with the Jaccard index, the aver-
age was 48%. Figures 8 and 9 present the visual results
obtained by both methods as well as graphs of each
cluster’smost representative AUs.

Even though each of the clustering methods used
a different number of clusters to group the subjects,
we can note three distinct styles of expressing Disgust
among them. Examples of these three distinct styles
can be seen in cases where some subjects were put in
the same clusters by both methods: {S10, S25, S44} in
K-Means cluster C0 and GMM cluster C3, {S8, S13,
S38} in K-Means cluster C1 and GMM cluster C1, and
{S20, S23, 26} in K-Means cluster C2 and GMM cluster

FIGURE 6. Pictures of the subset of subjects [from (i) to (xi):

Subjects ID S in the pictures] that were grouped together in

the same cluster by both methods when expressing Happi-

ness. For example, S2, S10, and S11 were in the same cluster

when using K-Means and in the same cluster when using

GMM, as were the subsets composed of fS6, S15, S20, S6g
and fS1, S4, S9g. S7, meanwhile, was a subject who was

moved to another cluster when decreasing the number of

clusters from 5 (used in K-Means) to 4 (using GMM), since he

was in C4 using K-Means, but moved to C1 when using GMM.

FIGURE 5. Results obtained when clustering the emotion Happiness with GMM, using n ¼ 4. On the left, we show the two most

representative members of each cluster (chosen by proximity to centroid), and on the right, we show a graph of the average AU

intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members), with

error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and

100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average

intensity (Smooth operation) can also be seen.
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C2. Figure 10 serves as a visual reference for the cases
just described. These groups of subjects were also
highlighted in Tables 11 and 12.

Regarding the three styles of expressing Disgust,
some statements can be made: Subjects in K-Means
cluster C0 and GMM cluster C3 mainly expressed the
brow furrow, lid tighten, and upper lip raise AUs, as evi-
denced by their presence on these clusters’ most fre-
quent AUs in Figures 8(ii) and 9(ii), and as seen in
Figure 10(i)–(iii). Subjects in K-Means cluster C1 and
GMM cluster C1, unlike the previous groups, did not
raise their upper lip, instead showing a combination of
AU15 (Lip Corner Depressor) and AU17 (Chin Raiser)
[as can be noted in Figures 8(ii), 9(ii), and 10(iv)–(vi)].
Lastly, individuals in K-Means cluster C2 and GMM
cluster C2 were the only ones who did not possess
AU7 (Lid Tighten) in their most frequent AUs [as can
be noted in Figures 8(ii), 9(ii), and 10(vii)–(ix)].

Anger
For the Anger emotion, the number of clusters used
with K-Means was three and four for GMM. The results
for each method can be seen in Tables 13 and 14 in the
Supplemental material. The average of similarities

between the clusters obtained with both methods
was 55%. The visual results of the clustering methods,
as well as the average intensity of the most frequent
AUs in each group, can be seen in Figure 11 (K-Means)
and Figure 12 (GMM).

Once again, by observing the tables and the
results, we were able to determine three different
styles of expressing Anger amongst the subjects.
These styles can be illustrated by some examples of
subjects who were put in the same clusters by both
methods: {S40, S41, S46} in K-Means cluster C0 and
GMM cluster C0, {S4, S9, S22} in K-Means cluster C1
and GMM cluster C3, and {S14, S15, S37, S42} in K-
Means cluster C2 and GMM cluster C1. Figure 13
presents a visual reference for the groups mentioned.
They are also highlighted in bold in Tables 13 and 14.

Upon observing the subjects in Figure 13, we can
make a few observations regarding the three different
styles found: Two out of the three styles of Anger
found had the common characteristic of presenting
the brow furrow (AU4) AU, which is frequent in the
Anger emotion.13 Subjects in K-Means and GMM clus-
ter C0 were characterized by having visible teeth
(AU10—Upper Lip Raiser) and tightening their lids
(AU7), as evidenced by their most frequent AUs in

FIGURE 7. Pictures of subjects [from (a) to (h)] expressing Fear, who were grouped in the same cluster when using K-Means and

GMM. For means of explanation, we chose to use the results obtained using K-Means as an example. On the left, we show the

two most representative members of each cluster (chosen by proximity to centroid). On the right, we show a graph of the aver-

age AU intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members),

with error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and

100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average

intensity (Smooth operation) can also be seen.
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Figures 11(ii) and 12(ii), and exemplified in Figure 13(i)–
(iii). Subjects in K-Means cluster C1 and GMM cluster
C3, aside from expressing the AU common to all
groups (AU4), were less expressive in the lower part of
their face, keeping their lips and nose neutral, as evi-
denced by the fact that their most frequent AUs con-
sist only of AU4 (Brow Furrow) in Figure 11(ii) and AU4
and AU9 (Nose Wrinkler) in Figure 12(ii), and as can be
seen in Figure 13(iv)–(vi). Lastly, members of K-Means
cluster C2 and GMM cluster C1 presented a combina-
tion of lip tightener (AU23) and dimpler (AU14), as evi-
denced by their most frequent AUs in Figures 11(ii) and
12(ii), and exemplified in Figure 13(vii)–(x).

Surprise
For the Surprise emotion, the number of clusters used
was three for both methods. The results obtained can
be seen in Tables 15 and 16 in the Supplemental mate-
rial. Observing the tables, it is possible to see that the
results obtained are almost the same, with the only
difference being that S26 was placed in cluster C2
when using K-Means and in C0 when using GMM (S26
was highlighted in both tables). When we calculated
the Jaccard index between the clusters, the average
of similarity was 96%.

With these three different clusters, we were able to
identify three styles of expressing Surprise among the
subjects. To present them, we chose to use the results
obtained by the K-Means method as an example in
Figure 14, where we show the three clusters obtained
as well as the average AU intensity for the most pres-
ent AUs in each cluster. The equivalent plotting for
the GMM method can be found in Figure 22 in the
Supplemental material and will not be discussed due
to its similarity with the K-Means results.

Regarding these three styles and S26, we were able
to make some observations: Members of K-Means
cluster C0 and GMM cluster C1 were overall more
expressive, presenting the highest average intensities
for inner brow raise (AU2, avg=56.95% and std=24.32)
and eye widen (AU5, avg=66.34% and std=22.67), and
although AU26 (Jaw Drop) is not present in their most
frequent AUs, it was still detected in 93.1% of the sub-
jects (avg=25% and std=9.75), as evidenced in Figure 14
(ii) and exemplified in Figure 14(i)-(a) and (b). Members
of K-Means cluster C1 and GMM cluster C0 were simi-
lar to the previous group; however, all of them pre-
sented AU26, as evidenced by Figure 14(ii) and
exemplified in Figure 14(i)-(c) and (d). Lastly, C2 in both
K-Means and GMM was characterized by having

FIGURE 8. Results obtained when clustering the emotion Disgust with K-Means, using k ¼ 3. On the left, we show the two most

representative members of each cluster (chosen by proximity to centroid), and on the right, we show a graph of the average AU

intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members), with

error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and

100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average

intensity (Smooth operation) can also be seen.
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subjects who did not open their mouth, expressing Sur-
prise only by raising their brows, as evidenced by
Figure 14(ii) and exemplified in Figure 14(i)-(e) and (f).

Sadness
For the Sadness emotion, the number of clusters used
was three for K-Means and four for GMM. Tables 17
and 18 in the Supplemental material show the results
obtained for each method. When calculating the Jac-
card index, the average of similarity was 41%. Even if the
clustering methods did not achieve very similar results,
we were able to note four different styles of expressing
Sadness amongst the subjects. Examples of these four
styles can be seen in cases where some subjects were
grouped in the same clusters by both methods: {S36,
S41, S42} in K-Means cluster C1 and GMM cluster C0,

{S2, S3, S5} in K-Means cluster C1 and GMM cluster C1,
{S22, S33, S47} in K-Means cluster C1 and GMM cluster
C2, and {S21, S25, S45, S46} in K-Means cluster C0 and
GMM cluster C3, which were highlighted in bold in
Tables 17 and 18. The visual results of the clustering
methods, as well as the average intensity of the most
frequent AUs in each group, can be seen in Figure 15 (K-
Means) and Figure 16 (GMM).

Figure 17 shows a visual representation of the
groups mentioned earlier, who also represent the four
styles of Sadness found. Regarding these styles, we
were able to make some statements: The style found
in GMM cluster C0, which is also present in K-Means
cluster C1, is characterized by subjects who presented
AU17 (Chin Raiser) in combination with AU23 (Lip
Tightener), as shown by the graph in Figure 16(ii) and
exemplified in Figure 17(i)–(iii). The style that can be

FIGURE 9. Results obtained when clustering the emotion Disgust with GMM, using n ¼ 4. On the left, we show the two most rep-
resentative members of each cluster (chosen by proximity to centroid), and on the right, we show a graph of the average AU
intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members), with
error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and
100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average
intensity (Smooth operation) can also be seen.

FIGURE 10. Pictures of some subjects [S id—from (i) to (ix)] expressing Disgust, who were grouped together by both the K-Means

and GMMmethods. These groups also illustrate the three found styles of expressing this emotion.
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seen in GMM cluster C1, which is also present in K-
Means cluster C1, is one where subjects present AU17
(Chin Raiser) in combination with AU15 (Lip Corner
Depressor), as can be seen in Figure 16(ii) and exempli-
fied in Figure 17(iv)–(vi). The style represented by sub-
jects in GMM cluster C2, which is also present in K-
Means cluster C1, can be considered the least expres-
sive style, where individuals kept a very neutral facial
expression while conveying Sadness, presenting only
AU2 (Brow Raise) and AU5 (Eye Widen) in low average
intensities (avg=34.26% and std=16.33; avg=26.32%
and std=13.99), as supported by Figure 16(ii) and exem-
plified in Figure 17(vii)–(ix). Lastly, the style found in
GMM cluster C3 and K-Means cluster C0 can be
described as subjects who presented AU17 (Chin
Raiser) in combination with AU15 (Lip Corner Depres-
sor) while also tightening their eyelids (AU7), furrowing
their brows, and raising their inner brows(AU4 + AU1).
This is supported by the graph in Figure 16(ii) and
exemplified in Figure 17(x)–(xiii).

Clustering Evaluation
We proposed to use the Silhouette Score method and
the LCS distance between the subjects’ facial expres-
sions to evaluate the quality of the clusters obtained.
In this section, we present the results obtained with
both these evaluations.

Silhouette Score
The average silhouette score obtained by each of our 12
clusterings (six emotions and two clustering methods)
canbeseeninTable5.Theobtainedscoresforthegener-
ated clusters achieved values > 0 for all emotions,
whichmeans that the samplesmaybe close to thedeci-
sion boundary among the neighbors. In addition, the
results also indicate that some emotions may be easier
to cluster thanothers. For example, the highest average
scores were obtainedwith the Surprise emotion (0.1847
for K-Means and 0.1888 for GMM), while the lowest
scoreswereobtainedwiththeAngeremotion(0.0981for
K-Means and 0.0686 for GMM).

Indeed, these values make sense because we are
dealing with clusters where the subjects express the
same emotion. In the literature, we can find some
experiments that support the existence of overlaps
when considering independent AUs, even in different
emotions. According to Kohler et al.,8 occurrence
rates of AUs for facial expressions showed consider-
able overlap in several studies. For example, they
observed that the most frequent AUs in Sadness were
also common to other emotions. They also stated that
some emotions like Happiness and Sadness seemed
to be well recognized with none or only one of the
most characteristic AUs being present. This supports
the idea that the boundaries of the facial expressions

FIGURE 11. Results obtained when clustering the emotion Anger with K-Means, using k ¼ 3. On the left, we show the two most

representative members of each cluster (chosen by proximity to centroid), and on the right, we show a graph of the average AU

intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members), with

error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and

100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average

intensity (Smooth operation) can also be seen.
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and their intensities can be fuzzy when considering
the individual AUs without time coherence and con-
text (for example, photos). Based on this information,
we can say that our clustering results seem satisfac-
tory, even if presenting intersecting boundaries.

LCS Distance
The LCS distance20 was used to measure the similari-
ties between the clusters in regards to AU presence in
facial expressions. Using this metric, we can compare
how similar two given facial expressions are consider-
ing only the AUs detected in them, regardless of

intensity. In order to compare the clusters using this
metric, we calculated the mean LCS distance between
each clusters’ subjects, which allowed us to not only
measure how similar each of the clusters found for
each emotion are, but also how the facial expressions
of subjects contained in one of these clusters are simi-
lar to each other.

Tables 19–30 in the Supplemental material present
the mean LCS distances between the clusters obtained
for all emotions and clustering methods. The values are
color-mapped by column, meaning that each cluster’s
lowest distance is highlighted in green, while the highest
is in red. We consider the clustering to be acceptable if a
cluster’s average LCS distance to itself is the lowest
when compared to its distance to the other clusters. This
was achieved in all clusterings except for K-MeansHappi-
ness (see Table 19), since C2’s distance to C0 is smaller
than C2’s distance to itself (3:5887 < 3:6122), and for K-
Means Sadness (Table 29), since C1’s distance to C0 is
smaller thanC1’s distance to itself (4:8385 < 4:8622).

Meanwhile, Table 6 shows the average intercluster
and intracluster LCS distances for both clusteringmeth-
ods. By observing the results, we can see once again
that some emotions have clusterized better than
others: Fear and Surprise had one of the highest inter-
cluster distances (5.4252, 5.4837 and 5.1627, 5.1987)

FIGURE 12. Results obtained when clustering the emotion Anger with GMM, using n ¼ 4. On the left, we show the two most rep-

resentative members of each cluster (chosen by proximity to centroid), and on the right, we show a graph of the average AU

intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members), with

error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and

100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average

intensity (Smooth operation) can also be seen.

FIGURE 13. Pictures of some subjects [S id—from (i) to (x)]

expressing Anger, who were grouped together by both the K-

Means and GMM methods. These groups also illustrate the

three found styles of expressing Anger.

66 IEEE Computer Graphics and Applications July/August 2022

FEATURE ARTICLE

Authorized licensed use limited to: Pontificia Universidade Catolica do Rio Grande do Sul (PUC/RS). Downloaded on August 04,2023 at 11:42:50 UTC from IEEE Xplore.  Restrictions apply. 



while having one of the lowest intracluster distances
(3.8863, 3.7943 and 3.6648, 3.6354). These emotions also
had some of the highest silhouette scores (0.1674,
0.1615 and 0.1847, 0.1888). In contrast, Anger and Sad-
ness had the highest intercluster distances (5.2229,
5.2279 and 5.4378, 5.1868) while also having the highest
intracluster distances (4.4978, 4.2066 and 4.3352,
4.1391). They also held some of the lowest silhouette
scores (0.0981, 0.0686, and 0.0948).

Discussing the Quantitative Results
In this section, we discuss some obtained results con-
cerning the AUs activated by subjects and their inten-
sities, making additional analyses.

First, we analyzed the AU intensities as activated by
the subjects. All subjects, on average, present higher
intensities when expressing Disgust, while the lower
intensities were achieved when expressing Sadness.
Figure 19 shows the average values for each emotion,
along with the lower and higher values obtained among
all subjects. It is interesting to note the biggest variation
occurred in Fear, indicating a higher heterogeneity in
terms of the subjects’ expression intensity. Therefore,
S6 is the subject who expressed less AU intensity
among all 47 subjects, while S27 is the most expressive
(achieved higher intensities). Their six emotions are

shown in Figure 18. Indeed, S6 was one of the top five
subjects with less expressive intensities in three out of
six emotions, while the opposite happens with S27, who
has one of the top five highest intensities also in three
out of six emotions. In Figure 18, it is interesting to
observe the qualitative assessment of those quantita-
tive data, as S6 is visibly less expressive than S27, and it
is also easier to recognize the emotions in S27 rather
than S6. In addition, S6 is present in the least expressive
quartile according to the presence of expected AUs,
while S27 is in the group that most activated the
expected AUs, according to the literature.13

We also investigatedwhether there exist facial styles
related to emotional expressions that can be associated
with the specific persons, for instance, if a certain group
of subjects in C1 of Happiness GMM stay together in
another cluster of other emotions. The conclusion is
that no significant correlation between emotional style
and subjects in different emotions was found. Let us
consider S27 illustrated on the right of Figure 18. S27 is
classified as C1 in happiness. If we take all subjects clas-
sified as C1 in Happiness GMM (21 subjects), we find an
average similarity value of approximately 40% of those
subjects in the same clusters as S27, for the remaining
emotions. We compute the same analysis for S6 (on the
left side of Figure 18) with the subjects on the same clus-
ter (C3 in Happiness) and we found an average similarity

FIGURE 14. Pictures of subjects [from (a) to (h)] expressing Surprise, who were grouped in the same cluster when using K-Means

and GMM. For means of explanation, we chose to use the results obtained using K-Means as an example. On the left, we show

the two most representative members of each cluster (chosen by proximity to centroid). On the right, we show a graph of the

average AU intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ mem-

bers), with error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between

0% and 100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding

average intensity (Smooth operation) can also be seen.
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of only 26%. It indicates that a same person can express
each emotion differently, e.g., having more AUs’ pres-
ence in a certain emotion or having a higher intensity in
another emotion. For example, S21 in Figure 17(x) is
within the less expressive subjects in Happiness, Sur-
prise, and Anger, and is within the more expressive sub-
jects in Fear, Sadness, andDisgust.

Public Survey Results
Our public survey was shared among academic com-
munities in Brazil and received a total of 36 responses.
After evaluating which subjects responded to the con-
trol questions correctly, 30 valid responses remained.
The age of these subjects ranged from 17 to 70 years
old, with an average of 27.4 (std=10.83). The gender
ratio was 70% male and 30% female. Regarding educa-
tion, 43.3% of the subjects had completed high school,
30% completed university education, and 26.7% had
completed their postgraduate studies. We now pres-
ent and discuss the obtained results that evaluate
whether our method was able to successfully achieve
cluster representation, as well as which operation was
better suited for this task.

We asked participants to select which facial expres-
sion they thought to be most similar to the ones being
portrayed by our clustering subjects, as can be seen in
Figure 3. In order to process the responses to these

questions, we count the number of times each opera-
tion (Smooth, Simplify, Exaggerate 50%, and Exaggerate
75%) was chosen by the participants, as well as the
number of times that “None” and “I don’t know” were
selected. Also, for someof these questions, the Exagger-
ate 50% and 75% of the cluster’s style yielded the same
result, as both achieved the maximum possible value,
and thus, only one of them was presented as an option
for the participants. For these questions, we considered
that a vote for the Exaggerate option would count as
half a vote (0.5) for both 50% and 75%.

The result of this process can be seen in Figure 20,
which shows that Exaggerate 50% was the option most
voted throughout this section of the questionnaire,
being chosen 151.5 times (an average of 7.21 votes per
question), followed by “None,”which was chosen a total
of 149 times (an average of 7.09 votes per question), and
Exaggerate 75%, with a score of 137.5 (an average of
6.55 votes per question). The fact that “None” held a
high score shows that our method still needs improve-
ment, since this result means that none of the provided
options were satisfactory to the participants in a signifi-
cant amount. Meanwhile, the fact that the Exaggerate
50% method got the most votes while Smooth was the
least chosen could indicate that only using the mean
AU intensity is not enough to successfully represent an
emotion style, but by exaggerating these values, the

FIGURE 15. Results obtained when clustering the emotion Sadness with K-Means, using k ¼ 3. On the left, we show the two most

representative members of each cluster (chosen by proximity to centroid), and on the right, we show a graph of the average AU

intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’ members), with

error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized between 0% and

100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corresponding average

intensity (Smooth operation) can also be seen.
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similarity between the 3D model’s expression and the
cluster’s subjects’ can become more evident. Also, the
fact that Exaggerate 50% was chosen more times than
75% could indicate that, although exaggeration can be
more effective to accentuate a cluster’s characteristics,
too much exaggeration can end up generating a facial
expression that is too intense to represent the cluster
(i.e., it becomes exaggerated to the point of being unrec-
ognizable). Finally, if we consider the amount of votes
that both exaggerations (50% and 75%) attained
together, it is easy to see that the exaggeration method
wasmore accepted by the subjects.

FINAL CONSIDERATIONS
This article presents an exploration in search of different
styles manifested through the six basic emotions using
unsupervised learning techniques. Our results indicate
that individual emotion styles do exist, corroborating
with Jack et al.’s work,4 and can be captured and ana-
lyzed through computationalmethods, suchas clustering
algorithms. Regarding the evaluation of these clusters,
using LCS distance to measure differences between the
subjects’ facial expressions, in addition to the average sil-
houette score of the clusters (which considered only AU
intensity data), allowed us to have a richer understanding

FIGURE 16. Results obtained when clustering the emotion Sadness with GMM, using n ¼ 4. On the left, we show the two most

representative members of each cluster (chosen by probability of belonging to the cluster), and on the right, we show a graph of

the average AU intensity for the most frequent AUs in each cluster (that is, the ones that were detected in all of the clusters’

members), with error bars and each color representing one of the 16 AUs. Values obtained from OpenFace are normalized

between 0% and 100% over the whole dataset before calculating the average. Our 3D model expressing these AUs in their corre-

sponding average intensity (Smooth operation) can also be seen.

FIGURE 17. Pictures of some subjects [S id—from (i) to (xiii)]

expressing Sadness, who were grouped together by both the

K-Means and GMMmethods. These groups also illustrate the

four different styles of expressing Sadness found.

FIGURE 18. Subject on the left is S6 and on the right is S27. S6

is the subject who expressed less AU intensities among all 47

subjects, while S27 is the most expressive (achieved higher

intensities).
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of these clusterings and their quality. Results of both
these evaluation methods combined showed that,
although we were clearly affected by the intersection
between emotions and the subjectivity surrounding
human facial expressions, we are still able to obtain clus-
ters that presented visual differences between members
of different clusters. The quantitative assessment also
supports that these qualitative findings made consider-
ing themost frequent AUs in each cluster. Our evaluation
also showed that some emotions seem to bemore easily
clusterable than others. We have discussed how cluster-
ing Surprise and Fear yielded better results than Anger
and Sadness, for example. Based on the expected and
unexpected AUs and their intensities, we evaluate the
individual and group facial expressions. Our results indi-
cate that the facial expressions of Happiness are more in
agreement with the literature, while Fear is the least in
agreement.We also could assess quantitatively and qual-
itatively the most and least expressive group of people in
relation to facial expressions. Finally, we show that peo-
ple can be very expressive in certain emotions while not
expressive in others, showing that, at least in posed pic-
tures, people do not express their emotions homo-
geneously with regards to different emotions.

We also propose methods for generating a visually
coherent facial expression in virtual humans using gen-
eralized cluster data, such as the Smooth operation. As
our public survey indicates, there are still more improve-
ments to be made on the coherency between the syn-
thesized facial expressions and the original clusters that
theymimic. Although the rigging of the 3Dmodel is com-
plete enough to be able to represent the facial expres-
sions seen in this study, since we want this synthesizing
process to be automatic, the stage of translating proc-
essed AU data to the model is what needs to be
improved. One idea could be, for example, to detect
when a smile is meant to be open or closed with the
presence of AU25, so that the virtual human can mimic
accordingly.

For future work, we would like to further investigate
how to distinguish different emotion styles from differ-
ent emotion intensities. We believe that style encom-
passes intensity, and thus, we would be able to find
different styleswithin different intensities. In order to do
this, we could change our data collection procedure by
asking participants to express emotions in varying
intensities (e.g., “strong Anger,” and “mild Surprise”) and
then cluster these intensities separately to find styles
within them. In addition, we intend to investigate emo-
tion styles in more facial expressions datasets, with
respect to different age groups and cultures, applying
our method in spontaneous datasets. We could also
explore the possibility of using different methods to
measure the subjects’ AU activity, since although facial
recognition software such as the one used in this work
can provide fast results, they also are more likely to
commit errors when attempting to label an individual’s
facial expressions. For this, we could have AUs in the
footage be labeled by trained professionals, as other
work in this area have done.10 Still regarding our cluster-
ing process, we could also investigate explainability
techniques in order to better understand which aspects
of the facial expressions presented by the subjects were
more relevantwhen forming the clusters.
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