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“You cannot hope to build a better world with-
out improving the individuals. To that end each
of us must work for his own improvement, and
at the same time share a general responsibil-
ity for all humanity, our particular duty being to
aid those to whom we think we can be most
useful.”
(Marie Curie)
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DIVERSIDADE EM HUMANOS VIRTUAIS: REVELANDO VIESES
NA REPRESENTAÇÃO DAS CARACTERÍSTICAS HUMANAS

RESUMO

Nos últimos anos, a Computação Gráfica passou por avanços notáveis,
particularmente evidentes no realismo aprimorado de animações e personagens
apresentados em filmes, jogos e diversas mídias. No entanto, a teoria do Vale da
Estranheza sugere que, à medida que os Humanos Virtuais se aproximam do re-
alismo aumentado, há uma probabilidade maior de evocar desconforto em quem
se envolve com eles. Este fenômeno representa um desafio significativo no do-
mínio dos filmes e jogos, levando os profissionais da indústria e os investigadores
acadêmicos a aumentarem o seu foco para o estudo da percepção humana. Reco-
nhecendo que os seres humanos são utilizadores de entidades virtuais, as consi-
derações vão além dos meros aspectos visuais e comportamentais para abranger
um conjunto diversificado de características, incluindo gênero, cor da pele, caracte-
rísticas faciais, preconceitos do mundo real dentro do mundo virtual, etc. Portanto,
este trabalho tem como objetivo realizar estudos sobre a percepção humana em
relação a humanos virtuais, e quais sensações são causadas por suas diferentes
características em uma abordagem que envolve vieses de gênero e cor da pele. Por
exemplo, estudar a relação entre o gênero do personagem e o gênero do partici-
pante da pesquisa. Além disso, com base nos resultados dos estudos, este trabalho
tenta encontrar soluções para reduzir tais vieses através da modelagem (design) de
humanos virtuais. Os estudos deste trabalho apresentam fortes indícios de vanta-
gem intragrupo dos participantes em relação aos humanos virtuais com gêneros



binários, tanto para atribuição de gênero quanto para reconhecimento de emoções.
Além disso, este trabalho fornece possíveis soluções para a desconstrução do gê-
nero binário no uso de um Bebê Virtual sem gênero definido, e de um humano
virtual adulto também sem gênero definido. Em relação à cor da pele, este trabalho
apresenta discussões envolvendo Vale da Estranheza e humanos virtuais com dife-
rentes cores de pele. Nesse caso, resultados apontam que humanos virtuais com
pele escura talvez sejam considerados menos realistas do que humanos virtuais de
pele branca devido ao fato de que os algoritmos de criação de cor da pele podem
ser tendenciosos.

Palavras-Chave: Percepção, Humanos Virtuais, Vieses, Gênero, Cor da Pele.



DIVERSITY IN VIRTUAL HUMANS: UNVEILING BIASES IN
HUMAN CHARACTERISTICS REPRESENTATION

ABSTRACT

In recent years, Computer Graphics (CG) has undergone notable advance-
ments, particularly evident in the enhanced realism of animations and characters
featured in movies, games, and various media. However, the Uncanny Valley (UV)
theory suggests that as Virtual Humans (VHs) approach heightened realism, there
is an increased likelihood of evoking discomfort in those who engage with them.
This phenomenon poses a significant challenge in the realms of movies and games,
prompting industry professionals and academic researchers to broaden their focus
to study human perception. Recognizing that human beings are the users of virtual
entities, considerations extend beyond mere visual and behavioral aspects to en-
compass a diverse array of characteristics, including gender, skin color, facial fea-
tures, etc. This inclusive perspective raises concerns about the potential replication
of real-world biases within the virtual realm. Therefore, this work carries out studies
on human perception in relation to VHs, and what sensations are caused by their
different characteristics in an approach involving gender and skin color biases. For
example, studying the relationship between the character’s gender and the research
participant’s gender. Furthermore, based on the results of the studies, this work
attempts to find solutions to reduce such biases through the design of VHs. The
studies in this work present strong indications of in-group advantage of participants
in relation to VHs with binary genders, both for gender attribution and for emotion
recognition. Furthermore, this work provides possible solutions for deconstructing



the gender binary in the use of gerderless Virtual Baby (VB) and a genderless Adult
VH. Regarding skin color, this work presents discussions involving UV and VHs with
different skin colors, which point out that VHs with dark colored skin are perhaps
considered less realistic than white colored skin VHs due to the fact that skin color
creation algorithms skin color may be biased.

Keywords: Perception, Virtual Humans, Bias, Gender, Skin Color.
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1. INTRODUCTION

In recent years, advances in Computer Graphics (CG) have allowed the
entertainment industry to create very realistic Virtual Humans (VHs) [FCW21]. In
some movies, real actors have been replaced by CG characters/VHs (such as Dis-
ney’s 2016 Rogue One movie, 2019 Aladdin movie, and 2020 The Mandalorian
series), and often this substitution is not even perceived by the public, however,
there are still some perceived artifacts, such as the movement of the mouth and
eyes [MM16]. Avoiding these oddities is important to generate a VH more similar
to a human being, making the experience of watching a movie, playing a game, or
interacting with a VH more fluid. Moreover, to understand the human sensations
of discomfort related to VHs, we need to study human perception in relation to the
assisted or interacted stimulus. In other words, we need to understand the reasons
why people feel comfortable or not with VHs. Human perception is also a theme
present in many pieces of research in CG [ZAJ+15, ZZM19], and it is considered
very relevant when discussing the evolution of VHs and realistic faces.

One of the known theories in human perception regarding VHs is the Un-
canny Valley (UV). According to Mori [MMK12], artificial beings made to appear too
similar to real humans can fall into the UV, where sometimes a high degree of human
realism evokes a strangeness feeling in the viewer, which can cause sensations of
discomfort and negative emotional valences. According to Katsyri et al. [KFMT15],
this sensation of discomfort is related to human identification, that is, the human
being looks for human characteristics in the artificial being. Regarding human iden-
tification, according to Social Identity Theory [TT04], an individual tends to see their
own group with a positive bias (in-group) compared to an out-group context. Fur-
thermore, the theory also considers that, from a socio-psychological perspective,
the individuals define themselves and are defined by others as members of a group.
According to Brown [Bro20], Social Identity theory explains that people prefer to see
themselves and their groups in a positive light, which implies that they look for posi-
tive distinction in their perceptions and relationships over other groups. In this case,
some human characteristics that fit into these contexts are gender, skin color, race,
etc. Both in the field of psychology and in computing, there are studies on in-group
advantages [EA02, KST+15], that is, people in a group recognize and encode better
the facial/body characteristics of real or VHs from their same group.
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In addition, there are few studies with results focused on out-group advan-
tages [SOS+22, HSS17] concerning VHs and UV, that is, people from a minority
group evaluating VHs from a different group (out-group). In particular, creating CG
characters/VHs for different media (movies, series, games, etc) should involve hu-
man representation that reaches all groups of human perception. For example, in
work by Saneyoshi et al. [SOS+22], the authors evaluated the other-race in the UV
effect concerning realism variations in a continuum of two VHs, one Japanese, and
the other European. The authors concluded that in terms of perceived pleasantness,
in-group participants did not tolerate slight differences.

As we can see in the previous paragraphs, human perception should be
the main focus of VH design for both industry and academic research. Following
these lines of thought, there are other questions in addition to the UV and Social
Identity Theory (related to in-group and out-group contexts), that can be studied.
For example, if the UV effect (perceptions of realism and discomfort) is impacted by
the gender of VHs or the viewers, or if the human perception changed during the
several years we are exposed to CG, and how this exposure impacts the gender
diversity and skin color of groups of VHs. According to Tinwell et al. [TGW11], the
technological advancements that help develop realistic VHs is accompanied over the
years by people’s discernment about this content. With that, Tinwell and colleagues
believed that the UV would never be surpassed since discernment can help people
to observe better the technical tricks.

The human perception is a complex phenomenon that is difficult to explain
due to its multi-faceted nature. Gender is one of this dimensions, specifically in the
VH context [SRLZ14, NY20, ZHRM13, AMRM19]. In recent years, the entertainment
industry has made an effort to increase the representation of female characters in
movies and video games12. For instance, between 2016 and 2020, the number of
female protagonists in video games grew by 16%3. In a paper by Draude [Dra11], it
is suggested that creating female characters in movies and games can make them
more relatable and comfortable for viewers. However, despite this effort, the number
of male VHs still outnumber females. This raises some questions about the reasons
behind this gender imbalance: Is human perceived comfort influenced by gender,
and how does this relate to realism? Are gender biases that occur in the real world
also present in the virtual world? In simpler terms, does a VH’s gender affect how
they are perceived by humans?

1https://www.playstation.com/en-us/games/the-last-of-us-part-ii-ps4/
2https://www.playstation.com/en-us/games/horizon-zero-dawn-ps4/
3https://www.statista.com/statistics/871912/character-gender-share-video-games/
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Another open question related to gender is how we perceive VHs when
they can be visibly associated with a particular gender and whether that percep-
tion changes depending on the observer’s gender. Laue [Lau17] states that we, as
a species, tend to anthropomorphize and sympathize, even with the simplest and
weirdest technologies. In addition, from the designer to the audience, we tend to at-
tribute human characteristics, such as gender, to these technologies. Regarding the
gender of a person who observes, according to Hall et al. [HHM10] and Cheetham
et al. [CPJ+13], women more easily perceive tasks of face detection, discrimination
of facial identity and facial expressions, in human beings. Regarding the faces of
the VHs, according also to Chethaam et al. [CPJ+13], women recognize faces sim-
ilarly to how they recognize real human beings, but more quickly than men. Still,
according to the authors, regarding the categorization of less realistic faces, there is
no significant difference between the perception of women and men.

One important human characteristic is skin color. In terms of biases related
to skin color, for a long time, dark colored skin VHs were created and modeled
from stereotypes, such as VHs presented without shirts and with lots of muscles
in fighting games 4. According to Kim et al. [KRD+22]56, multiple dimensions of
diversity should be considered. The authors have pointed out that most techniques
for creating skin color through CG are based on white skin color. They have also
mentioned that the emphasis on lighting is exaggerated when applied to dark skin.
This raises a question, whether dark colored skin conveys a lower level of realism
to people compared to white colored skin. If this is true, then according to the UV
theory and other studies that support it ([MC16, MGHK09]), reducing realism in VHs
can change the perceived eeriness or discomfort. Bringing it to the context of our
work, can VHs with dark colored skin cause discomfort or affect perceived realism?

The purpose of this study is to examine how participants perceive various
attributes such as comfort, realism, and emotions in relation to VHs with diverse
gender and skin color. The study aims to determine whether biases related to gen-
der and skin color, which may occur in the real world, also exist in the virtual world.
Some of the specific topics discussed in this study include:

• Are people feeling more comfortable with newer CG characters than older
ones? To answer this question, discussed in Chapter 3 - Section 3.1, we repro-

4https://www.pbs.org/independentlens/blog/leveling-up-representation-depictions-of-people-of-
color-in-video-games/

5www.youtube.com/watch?v=ROuE8xYLpX8
6https://yaledailynews.com/blog/2022/03/09/yale-professors-confront-racial-bias-in-computer-

graphics/
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duced the work by Flach et al. [FdMM+12, DFH+12] which goal was to assess
people’s perception of comfort and realism in relation to VHs through the UV
theory. Furthermore, as the work only had VHs until 2012, new VHs were in-
cluded in our research, from 2012 until 2020. Similar to presented by Flach et
al. [FdMM+12, DFH+12] and Kätsyri et al. [KMT17], which analyzed characters
from different media, we were interested about the human perception of VHs
in everyday situations, that is, without stylizing the characters, without control-
ling the intensity of emotion, lighting or shading. That is why characters from
different media were used with images and videos obtained from the internet.
The hypothesis is that perceptual comfort can be tested and measured as it
is, in real life, even if there is no control over the tested data. While it is desir-
able for experiments to be highly controlled, e.g., lights and colors, we justify
that is also interesting to study wild characters, as in games and movies, since
they represent what people usually see and play with in real life. Therefore,
we selected Flach et al. [FdMM+12, DFH+12] work because it contains CG
characters from different media, and with different gender and skin color char-
acteristics, and also have access to people’s evaluations of perceived comfort
and realism in relation to them, in 2012.

• Do people perceive comfort and realism in female and male CG characters in
the same way? Does this change when participants are separated into women
and men? These questions are also analyzed through the data collected in
Chapter 3 - Section 3.1 and also discussed in Section 3.2.

• Are comfort and realism similarly perceived in a VH with different skin colors?
To answer this question, a perceptive study was carried out on VHs, also using
a questionnaire based on the same used in the work by Flach et al. [FdMM+12].
The question is analyzed in Section 3.3 of Chapter 3.

• Additionally, in terms of gender, we investigate about VHs thinking in a binary
way (female and male), but how do people perceive genderless VHs? Does
this change with respect to participant gender? Do we have a bias regard-
ing gender attribution? To answer these questions, the work of Condry and
Condry [CC76] has been reproduced in a virtual environment. In that work, the
authors carried out a perceptual study in which they present, through videos,
a real baby reacting to objects. The aim was to find out whether women and
men perceived whether babies of different genders conveyed emotions differ-
ently. However, the baby was always the same, that is, only changing the
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textually gender identification and the name. In the case of the current work,
a Virtual Baby (VB) was used. These questions are discussed in Chapter 4 -
Section 4.1.

• Still regarding the VB study, would the perception results change if the partic-
ipant could interact with the VB? That is, would the gender-based preference
also emerge when interacting with a genderless VB? In some psychology stud-
ies [WSD76, CCH83, SKZ75, SL80, SL78, Gre89], in addition to just observ-
ing babies reacting to objects, participants could choose which objects a baby
could play with, and they could also to react emotionally to the baby’s actions.
The objects had stereotypical visual characteristics that linked them to a spe-
cific gender, for example, a ball being related to a boy. The same baby was
used, objects and virtual environments as in the previous item, and carried out
a new perceptual experiment, in which participants could interact with the VB,
choosing toys, reacting to the baby’s actions with the toys, and approaching
the baby with the mouse and keyboard. The question is analyzed in Chapter 4
- Section 4.2.

• Finally, would the gender-based preference also emerge when observing a
genderless virtual adult instead of a VB? To try to answer this question, a
nonbinary (genderless) virtual adult was modeled and served as stimuli for a
new perceptual experiment. In this experiment, participants saw the virtual
adult expressing emotions based on videos of real actors. To compare the
results with the VB, the participants were divided into three groups. The first
group received the virtual adult with a female name, the second group received
the virtual adult with a male name, and the third group received the virtual adult
without any name. The question is analyzed in Chapter 4 - Section 4.3.

1.1 Research Problem

The study of human perception in relation to VHs is beneficial for various
industries and professionals that use them in design. These industries include cin-
ema, gaming, designing, animation, development, teaching, and psychology, among
others. People watch movies and play video games to feel good, and professionals
who create these VHs must have a sense of what to do to make consumers feel
good. Applications of VHs can be found in conversational agents used in industries
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or healthcare. For instance, psychologists or doctors may require VHs that do not
cause negative feelings in their patients. With the last advances in hardware and CG
software, much can be done, one main question is how we are going to model and
animate next VHs in terms of their race, age, skin color, gender, in order to provide
a good and fair experience to the users? We also need to think about developing
a culture of bias reduction by modeling non-biased gender behaviors and modeling
VHs with different skin colors. Therefore, one important finding can arise from this
research area: are the algorithms enough advanced in order to animate and render
realistic and diverse VHs?

1.2 Goals

The primary objective of this work is to conduct research that aids in de-
signing VHs that consider gender and skin color diversities while taking into account
human perception. For this, there are specific goals:

• To study the influence of technological evolution, and its importance for
gender and skin color diversity. As technology is always evolving, it is nec-
essary to know if this evolution influences human perception of VHs;

• To study the influence of demographic characteristics. It is important to
analyze characteristics rooted in human culture such as gender, skin color,
and others. Such analyses will enable us to understand if these characteristics
affect human perception about VHs.

• To study the in- and out- group influences in terms of gender and skin
color of VHs. From demographic studies, we can analyze, through psycho-
logical theories, the preferences, and effects of gender and skin color of VHs
on people’s perception.

Based on all these studies, this work intends to propose some recommen-
dations for the design of VHs, always considering the objective of providing com-
puting optimization (propose something that can realistically be done), diversity, and
correct population representation to create VHs. Yet, for the audience, this work
wants to improve the comfort, security, diversity, and usability experience.
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1.3 Text Structure

The text is structured as follows: Chapter Related Work presents papers
that influenced this present work; Chapter Perception of Virtual Humans from Dif-
ferent Media presents analyzes related to perceptions of VHs from different media
in an UV theory perspective. In this case, evaluating perceived comfort and re-
alism between different years, and how these differences impacted perceptions of
gender and skin color of VHs; Chapter Gender Bias in Terms of Gender Attribution
presents analyzes related to gender biases through attributes as gender attribution
and perception of emotions in VHs with binary and nonbinary genders; Chapter Fi-
nal Remarks presents final considerations of the analyzes presented during all the
text, and the published papers. In addition, References are at the end of the text.
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2. RELATED WORK

With the aim of answering the questions presented in Chapter 1, this cur-
rent chapter presents studies and research from the literature that involve human
perception in relation to VHs, mainly in relation to gender and skin color. There-
fore, the chapter is divided into the following: i) Section Human Perception, where
concepts about perception are explained and some examples are presented; ii) Sec-
tion Uncanny Valley Theory presents concepts and examples about UV theory; iii)
Section In-group and Out-group Effects explains concepts and examples about in-
and out-group theories; iv) In Section Skin Color Impact in VHs, based on the con-
cepts explained in the previous sections (in- and out-group, UV, and perception),
examples involving the skin color of VHs are presented; v) In Section Gender Im-
pact in VHs, as well as in Section 2.4, examples involving gender in relation to VHs
are presented; vi) and finally, Section The Importance of the Studies Presented in
the Related Work explains the importance of this chapter for the progress of the
work.

2.1 Human Perception

Perception comes from the Latin word with the same spelling that means
“to apprehend” or “to understand”. According to Zell et al. [ZZM19], the brain pro-
cesses information from the senses and interprets its relevance to the organism.
The first process of transforming information driven by the senses is called the as-
cending process. The second process is based on information acquired about the
world through learning and provides a context for meaning information to be inter-
preted, known as the top-down process. Therefore, when looking at a person or a
character, for example, a perception is created about what is being seen and repre-
sented by the face of the other.

Concerning the perception of VHs, many papers have evaluated the same
variables (and others) that are used in this work. For example, the work of Zell et
al. [ZZM19] was essential to understand the perception process (i.e., how to create
a stimulus, how to measure and evaluate perceptual data, etc.). In other work of Zell
et al. [ZAJ+15], the authors analyzed two traits of appearance: shape and material,
and with the help of artists, they designed elaborate stimuli consisting of different
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stylization levels for both parameters. They analyzed how different combinations
affect the perceived realism, appeal, eeriness, and familiarity. Also, the authors in-
vestigated how such combinations affect the perceived intensity of different facial
expressions, and concluded that the shape of a character is relevant to its real-
ism and expression. Chaminade et al. [CHK07] investigated how the appearance
of animated characters can influence the perception of their actions. The authors
presented different animated characters with movement data captured from human
actors or by interpolation between poses and asked the participants to categorize
movement as biological or artificial. The results showed that the more anthropomor-
phic, the less biological bias the character had. Wisessing et al. [WZC+20] designed
perceptual studies to assess the effect of lighting on perception. The results were
significant between lighting with character emotion, and with appeal.

2.2 Uncanny Valley Theory

The UV is a theory created by roboticist Masahiro Mori [MMK12] who ana-
lyzed the emotional reaction of humans to artificial beings, that is, it is a theory that
takes into account the human perception of these artificial beings. According to his
theory, if robots have a high degree of realism close to real humans, they may fall
into the UV, which can cause an eerie impression on the viewer. From Mori’s sem-
inal work, several other researchers have used the UV theory to measure artificial
characters’ discomfort (robots, CG characters). For example, Katsyri et al. [KFMT15]
reinterpreted the original UV hypothesis and revisited empirical evidence for the the-
oretically motivated UV hypotheses. One of their findings suggested that UV exists
only under specific conditions, such as inconsistencies in realism (e.g., artificial eyes
on a human-like face). In this work, the UV theory is used to measure comfort and
perceived realism related to characters created using CG.

The effect of the UV theory on human perceptions of 3D models also has
been investigated by the CG community. For example, in other work of Kätsyri et
al. [KMT17], the authors investigated whether characters from semi-realistic ani-
mated films provoke negative human perceptions. In the work of MacDorman and
Chattopadhyay [MC16], the main objective was to determine whether reducing the
consistency of realism in visual characteristics increases the effect of the UV. The
authors’ hypotheses are based on the theory of the inconsistency of realism, which
predicts that the effect of the UV is caused by an entity that has characteristics that



39

are not all perceived as belonging to a real living anthropomorphic being. Through
this hypothesis, the authors investigated the animacy for humans and non-human
animals, and realism for humans, non-human animals, and non-human objects.
Schwind [Sch18] conducted nine studies that examined the effects of UV on human
perception, how it affects interaction with computer systems, what cognitive pro-
cesses are involved, and the causes that may be responsible for the phenomenon.
The work of Hyde et al. [HCKH16] and Hodgins et al. [HJO+10] reported how rele-
vant realism is for characters created using CG. In the first, the authors performed
two experiments to show how exaggerated facial movement can influence percep-
tions about cartoon characters and more realistic animated characters. In the sec-
ond, the authors performed perceptual experiments, which explored how different
anomalies have relative importance. For this, the authors used two methods: a
questionnaire to determine the emotional perception about complete vignettes, with
and without facial and auditory movement; and, through a task, they compared the
performance of a virtual “actor" in short clips (extracted from the vignettes), which
represented a series of different facial and body anomalies. Ruhland et al. [RPM17]
used algorithms to synthesize real-time motion capture of human expressions with
animation data created by designers. To validate synthesized animations, they con-
ducted a perceptual study, and results indicated that the animations had an expres-
sive similarity to animations made by hand.

Flach et al. [FdMM+12] investigated the UV theory to evaluate its effects
on the perception of CG characters used in movies, animations, and computational
simulations. The authors evaluated the human perceptions about these characters
through a questionnaire containing images and videos of these characters. In the
present work, the experiment is recreated with the same questionnaire, and also the
same images and videos of CG characters. In addition, statistical analyses were
performed to compare the results as opposed to Flach’s study, which did not include
it. The work of Flacht et al. [FdMM+12] is an extensive work of the work of Dill et
al. [DFH+12], wich the authors also investigated the UV theory to assess its effects
on human perception of CG characters in various media.

2.3 In-group and Out-group Effects

Some studies can help us to understand in-group and out-group advan-
tages. In Beaupre’s work [BH05], the author investigated cultural differences in fa-
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cial recognition accuracy and in-group advantage for emotion recognition among
sub-Saharan African, Chinese, and French Canadians living in Canada. The author
found evidence that people can decode emotions better in groups they belong. Ac-
cording to the author, individuals of the same racial/ethnic group have advantages in
facial decoding, attributing subtle differences in expressive style between members
of different cultural groups, which could be more difficult to decode in the case of
people outside their group. In addition, the author also mentioned that individuals
from the same group could judge emotional expressions more easily due to factors
such as familiarity with facial morphology.

In the same line of morphological questions, Balas and Nelson [BN10] eval-
uated facial shape and skin pigmentation (variation between dark and white skin)
information in virtual humans through electrophysiological and behavioral measures
of participants. The goal was to examine how the shape and color of facial skin mod-
ulate neural responses. In the results, the authors found that the two neural com-
ponents evaluated (N170 and N250) were modulated by skin color, not depending
on facial shape. However, the N250 component showed face sensitivity. In addition,
participants overall reported that they did not have many exposures to faces with
dark skin. This aspect of in-group advantage over own race is a natural effect of
human beings, as explained in the work of Walker and Tanaka [WT03]. The authors
also performed a perceptual study of the effect of in-group regarding race/ethnicity
by generating a continuum of images by transforming an East Asian father’s face
into a Caucasian father’s face. In the results, there was an interaction between the
participating race/ethnicity and the race/ethnicity of the face. Thus, the authors con-
cluded that these effects might occur at an early human developmental stage of face
coding.

In the work of Kang and Lau [KL13], the authors conducted studies to ex-
plore out-group advantages. In one of the results, one of the groups of participants
was European Americans, and the other group was Asian Americans, and both
groups were asked to identify imitated emotions and spontaneous emotions from
each of the two groups, that is, in-group and out-group. One of the results revealed
that an in-group advantage was observed in the spontaneous expressions scenario
but not in the mimicked expression condition. According to Kang and Lau, individ-
uals from ethnic minorities who live in multicultural settings may be more accurate
in recognizing the emotions of members of the majority group. The authors also
mentioned that when two groups are conditioned to the same national border, mem-
bers of minority groups can more accurately recognize the emotions of members of
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a majority group than vice versa. In work by Hehman et al. [HMG10], the authors
investigated whether the out-group question would result from social categoriza-
tion and not perceptual experience. Eight dark and white-skin faces were shown
to participants, which were spatially organized by race/ethnicity or university affilia-
tion. Results showed that participants had related memory for own-race faces when
grouped by race/ethnicity. While, when grouped by the university, participants had
positive results for faces of the university itself.

Still on out-group advantage, the work of Elfenbein and Ambady [EA03b]
showed that the results suggested that emotional recognition can be characterized
by subtle differences in style across cultures [EA03a], which become more familiar
with greater cultural contact. The greater the cultural contact with, for example, VHs
with dark colored skins, the more people become familiar with these characters. The
out-group advantage explains the result of the work of Saneyoshi et al. [SOS+22],
where results showed that Japanese participants reacted similarly to Asian and Eu-
ropean VH groups.

2.4 Skin Color Impact in VHs

Several studies regarding VHs’ perception correlate with issues of race/ethnicity
and skin color. For example, in work by Banakou et al.[BBN+20], the authors per-
formed a perceptual study with two conditions, BodyType (their virtual body had a
White or Black-skin) and the surrounding crowd was Negative, Neutral, or Positive
towards the participant. The authors argued that a negative effect prevents the for-
mation of new positive associations with black people, and anguish leads to the
dispossession of the virtual body. The work of Bedder et al. [BBB+19] explains im-
plicit bias towards the negative evaluation of people in the out-group when using a
virtual body, for example, a white person using a black virtual body. In another work
by Banakou et al. [BHS16], the authors mention that incorporating white people into
a black virtual body is associated with an immediate decrease in their implicit racial
prejudice against black people. With this, the authors tested whether the reduction
in implicit bias lasts for one week and whether multiple exposures can increase it.
In one of the results, the authors showed that the implicit bias decreased more for
those with the black virtual body than for white ones. That is, showing that exposure
can also increase the out-group advantage. In work by Hasler et al. [HSS17], the re-
sults showed that white participants who used the virtual dark skin color expressed
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greater mimicry when they saw virtual groups of dark skin colors. The authors men-
tioned that these white participants treated groups of black virtual humans from the
environment as if they were their in-group, while the group of white virtual humans
was treated as an out-group. Again, compared with the work of Saneyoshi et al., this
case also reports an out-group advantage. Obremski et al. [OAL+23] presented an
approach to reduce implicit and explicit racial bias using virtual agents in VR. Their
results showed that both the implicit racial bias and the explicit bias of the partici-
pants were reduced after interacting with virtual agents. In this case, the results of
Obremski and colleagues work show the importance of VHs in reducing bias. In the
work of Zhao et al. [ZMAV+23], for five types of race/ethnicity of virtual agents, partic-
ipants were more accurate in identifying the race/ethnicity of White and Black virtual
agents than Asian, Hispanic and Indian virtual agents. In other studies, we also can
see perception of blendshapes in characters with black and white skin colors (Mc-
Donnell et al. [MZCD21]), perception of faces of various ethnic groups (Krumhuber
et al. [KST+15]), among others.

2.5 Gender Impact in VHs

This section is divided into two parts: i) Section 2.5.1 presents attributes
that may be important for the perception and attribution of gender in relation to adults
VHs; ii) Based on studying gender non-binarism (female and male) in relation to
genderless VHs, Section 2.5.2 presents studies involving gender since childhood;
iii), and Section 2.5.3 presents studies involving interactions with VBs, and also
gender bias in VBs.

2.5.1 Adults Observing and Interacting with Virtual Adults of Different Assigned
Genders

According to Johansson [Joh73], humans can generally recognize and cat-
egorize human behavioral movements from little information. Emotions are also part
of these human behaviors ([EF78, Ekm92, Bas78]), and emotional perception is also
a topic related to VHs ([EHEM13, AWdS+21, TNC13]). Regarding gender, results
from the literature show that the facial expressions of women and men can influ-
ence the attribution of gender ([MGCPV07, AMRM19]). The same happens when
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we discuss emotions ([ZHRM13, ZHRM15, DK22]) and gender ([MJH+07, ADM21,
GFGW+23]) of VHs.

The gender perception of VHs is present in several CG studies. For exam-
ple, in two studies, Zibrek et al. [ZHRM13, ZHRM15] investigated the perception of
gender of virtual characters (obtained by real actors, being women and men) under
different emotional conditions and attributed emotional feelings to the characters and
measured the effect on people’s perception. The results indicate that gender classi-
fications are affected by the emotion displayed by the character, being more evident
when the gender was stereotyped than by the character’s walking movement. The
participants’ gender can also impact their interaction with VHs. For instance, studies
conducted by Zibrek et al. [ZNO+22, ZNO+20b, ZNO+20a, ZHRM15, ZHRM13] have
demonstrated that women and men tend to prefer different distances when interact-
ing with adult VHs of various genders. In the work of Durupinar and Kim [DK22],
results showed that female VHs are better perceived in convincing the expressed
emotion when compared with male VHs. Bailey and Blackmore [BB17] assessed
gender differences in the perception of avatars. The results indicated that gender is
important in the perception of emotions. Tinwell et al. [TNC13] investigated whether
inadequate superior facial animation in virtual human-like characters evoked a sense
of strangeness due to a perception of psychopathic traits in these characters. In one
of their results, the authors found that virtual male characters with no superior facial
expression were classified as stranger than female characters, and psychopathic
ratings were a strong predictor of this perceived strangeness. In general, the results
showed that in general male characters were stranger than female ones. Seyama
and Nagayama [SN07] investigated the UV by measuring human perceptions of
facial images whose degree of realism was manipulated by the transformation be-
tween artificial and real human faces. The authors evaluated whether the gender
classification of artificial and real humans could be an influencing factor for the UV.
However, found no significant results. McDonnell et al. [MBB12] investigated the
effect of render style on the perception of VHs. The authors used several rendering
styles and analyzed perceptual features, such as appeal, familiarity, realism, and
others. One of the results showed that people were more correct when they saw
female virtual humans than male.

In terms of gender attribution, in the work of McDonnell et al. [MJH+07],
the authors measured gender perception/and gender attribution of virtual models
based on movement and appearance. Regarding appearance, the authors used
female and male models and models without an assigned gender (androgynous
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and skeleton representation). Furthermore, in a second experiment, the authors
changed the shape of the female and male models. Results showed that gen-
dered features in the appearance of a VH could change the gender attribution.
In the work of Zhao et al. [ZMAV+23], for binary gender types of virtual agents,
participants were more accurate in identifying masculinity in male virtual agents,
and identifying femininity in female virtual agents. In this line of gender attribu-
tion, Draude [Dra11] stated humans tend to assign gender to VHs in the same
way they tend to assign gender to objects themselves, even without any indica-
tion of gender [MJH+07, MJH+09]. The studies of Nag and Yalçın [NY20], Ghosh et
al. [GFGW+23] and Hess et al. [HAJK04] discussed that when there are some visual
features (e.g., hair, facial features), people still show gender bias in gender attribu-
tion of a VH’s gender and also about emotion recognition. This can be explained
by Social Identity theory, in which people prefer to see themselves and their peers
(social groups) on a positive spectrum [Bro20], which may be related to what was
said in the previous paragraphs about in-group advantages. These cases shows
that people in a group can have certain advantages and preferences in categorizing
people in the same group [GBBM07, EA02, KST+15]. For instance, in terms of emo-
tions and gender, as shown in the work of McDuff et al. [MKKL17], women tend to be
more expressive, positively and negatively, than men. In the work of Abbruzzese et
al. [AMRM19], the results showed that women might be better at recognizing emo-
tions expressed by other women. At the same time, people in an out-group can fall
into the case of the Dehumanization Theory ([Bro20]), i.e., people always try to hu-
manize their peers but dehumanize those who do not resemble them. In an analogy,
when this current work talk about dehumanization, for example, it is talking about
reducing the anthropomorphic level in the perception of VHs if they are not part of
the in-group.

In cases where there are no defined gender groups, gender anonymity can
change the perspectives of the results. For example, the work of Morales-Martinez
et al. [MMLD20] shows that gender non-identification can generate different per-
ceptions and actions compared to when people know another individual’s gender.
The authors explored how anonymity/identifiability in user profile design impacts
student interactions in a large multicultural classroom in two geographic locations.
Regarding gender, the results showed that when students interacted with their real
identities, there were gender effects (both significant and negative) that were ab-
sent when students were anonymous. In work by Kao et al. [KMJ+24], the authors
investigated how gender-anonymous voice avatars influence women’s performance
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in online computing group work. The results showed that when all avatars used
masked voices, female participants spoke longer, spoke more words, and scored
higher on computer problems compared to all avatars with unmasked voices.

2.5.2 Adults Observing and Interacting with Real Babies of Different Assigned
Genders

According to [Sco07, Wal10], gender is a social and cultural construction
built on stereotypes. For example, a pink shirt is assigned to a girl, while a blue shirt
is assigned to a boy. So, a woman’s self-identify as female had the construction
of her feminine self based on a social standard of femininity. According to Condry
and Condry [CC76], babies are considered genderless until a certain age. In other
words, before that, the gender assignment is given to the baby by adults. In this
sense, in the work of [WSD76], the authors carried out a perceptual experiment
with two groups of mothers, one group receiving a male baby with a male name and
wearing an outfit considered male (wearing a blue outfit), and the other group receiv-
ing the male baby with a female name and dressed in clothing considered feminine
(wearing a pink outfit). The authors informed the participants that they would be in
a room with the baby, three toys assumed sex-appropriateness (a male, a female,
and a neutral toy), and asked them to play with the baby for eight minutes. The au-
thors measure the interactions through observations made during the experiment,
being divided into participant actions and baby actions. Regarding the participat-
ing actions (which are the ones of interest for our work), the authors observed toy
handling (for example, preference for the female toy), auditory, visual (for example,
smiling), and tactile stimulation. In the work of Smith and Lloyd [SL78], the authors
revisited the work of Will et al., and in addition to the analyses carried out in the first
study, the authors evaluated the duration of use of the toy. Regarding the results, in
both studies, there were trends that mothers presented more female toys to a baby
with a female name and presented more male toys to a baby with a male name. The
time of use of one of the male toys was greater when it was related to a baby with
a male name. In addition, mothers tended to smile more at the baby with a female
name.

Unlike the studies presented in the previous paragraph, the work by Culp
et al. [CCH83] carried out a study to measure interactions between parents and
babies, that is, measuring whether the participant’s gender also influenced the re-
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sults. In a 10-minute experiment, the actions of the adults recorded in relation to
the interaction with the baby were vocalization-verbalization, gaze direction, facial
expression (smile, frown, animated, "ooo" face, neutral), physical contact, and toy
used (having toys considered female, male, and neutral). In some results, overall,
the baby with a female name received more verbal interaction, less gaze direction,
and more neutral faces. Women chose the feminine toy more than men, especially
when the baby had a feminine name. The men smiled more towards the babies than
the women. In the studies proposed by Seavey et al. [SKZ75] and Sidorowicz and
Lunney [SL80], the authors presented a baby without visual indications of gender to
three groups of participants, one group receiving a baby with a female name, a baby
with a male name, and an unnamed baby. The studies lasted around three minutes,
and the authors evaluated the use of the toy and the physical interaction between
the participant and the baby. Participants were not limited to just being parents as in
other studies. In the work of Seavey et al., one of the results showed that the female
toy was used more than the others. In addition, both women and men used the
female toy more when the baby had a female name, while most participants thought
the unnamed baby was a boy. In one of the results of the study by Sidorowicz and
Lunney, most women and men chose more the male toy for the baby with a male
name and chose more the female toy for the baby with a female name. Furthermore,
it was also found a study that measured whether gender influenced the closeness
between babies and adults [Gre89]. The study of Greeno suggested that the gen-
ders of the adult and the baby are factors that can influence the proximity between
the adult and the baby, for example, women getting closer to girls.

2.5.3 Adults Observing and Interacting with Virtual Babies of Different Assigned
Genders

There are some studies that evaluate interactions between humans and
VBs. These studies involved baby feeding training [TGG22, TGG21, PCH+10, PCC+10],
haptic interaction [HMA+17, MHA+17], and speculative scenarios for parent train-
ing [SCD+22]. In fact, these studies show us that it is important to measure interac-
tion between humans and VBs for training future scenarios. Until the writing of this
present work, there is no research carried out on human-VB observation or interac-
tion that involves evaluating gender biases in the attitudes of humans with different
genders towards VBs with different genders. This current work aims to have partici-
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pants observing and interacting with a VB as in studies conducted with real human
adults and babies ([CC76, WSD76, CCH83, SKZ75, SL80]). So, our goal in the
present work is to compare real and virtual observations/interactions of adults with
babies (real and virtual ones). To do that, as mentioned in Chapter 1, this current
work recreated the experiment by Condry and Condry [CC76] using virtual babies
and toys, animations, and virtual environments.

2.6 The Importance of the Studies Presented in the Related Work

This section illustrates how the studies presented in this chapter relate to
the present work.

The study by Flach et al. [FdMM+12] is the basis of the studies involving UV
carried out in Chapter 3. Firstly, in Section 3.1, the work of Flach and colleagues was
recreated with the same VHs used, in addition to more recent VHs. With this, as the
intention was to use VHs from different media, that is, VHs considered ready for the
audience (characters from films, games, etc.), it was possible to compare the per-
ception of comfort and realism (UV theory) between different years. Furthermore, it
was possible to have a dataset with a considerable and similar number of female and
male VHs to perform the gender comparison in Section 3.2. Finally, in Section 3.3,
to make comparisons involving VHs’ skin color, the questionnaire design used in the
work of Flach et al. was also used to capture people’s perception of VHs with differ-
ent skin colors. Furthermore, the studies presented in Section 2.4 were important
for the basis of the perceptual study on skin color discussed in Section 3.3.

As mentioned in Chapter 1, in this present work, more specifically in Chap-
ter 4, the study by Condry and Condry [CC76] is replicated, which presented videos
of a real baby interacting with objects (toys) to two groups of participants. In order to
assess gender attribution and bias, the same baby was presented with a name and
different gender for each group of participants. The questionnaire design of Condry
and Condry’s study is important to all of the studies conducted in Chapter 4. First,
Section 4.1 replicates Condry and Condry’s study by using a virtual baby. Such baby
was sent with an assigned gender and name for two groups, while a third group re-
ceived the same baby without gender and name specification. In Section 4.2, based
on the experiments of interactions between babies and adults presented in Sec-
tion 2.5.2, an interactive experiment was carried out with the same virtual baby and
the same Condry and Condry questionnaire design. In Section 4.3, using the same
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questionnaire design of Condry and Condry, to assess the influence of gender on
the perception of emotions and gender attribution in adult VHs, the present work
was also based on experiments by Zibrek et al. [ZHRM13, ZHRM15]. These ex-
periments used animations based on real actors (male and female) behind female
and male adult VHs. In addition, Section 2.5.1 also helped to understand human
perception regarding adult virtual humans, and not baby, which involved gender and
emotions.



3. PERCEPTION OF VIRTUAL HUMANS FROM DIFFERENT
MEDIA

This chapter aims to to present some analyzes regarding the perception of
VHs/CG Characters from different media (movies, series, games, simulations, etc) in
terms of gender and skin color biases. In this sense, this chapter is divided into four
parts: i) Section 3.1 presents a perceptive study about CG characters/VHs designed
in different periods of time in order to compare the perceptions of 2012 vs. 2020.
Furthermore, this work was important to create a dataset containing characters with
different skin colors and genders; ii) Section 3.2, discusses some comparisons that
were studied between women’s and men’s perceptual data perceptual data about
female and male characters; iii) Section 3.3, discusses some comparisons that were
studied between dark and white colored skin characters from different media; iv) and
finally Section 3.4, which presents considerations and discussions for each section.

3.1 Perception of CG Characters in Relation to the Advance of Technol-
ogy

This section aims to try to answer the following question:

• Are people feeling more comfortable with newer CG characters than older
ones?

To answer this question, the experiment by Flach et al. [FdMM+12, DFH+12]
was recreated using the same questionnaire containing the same images and videos,
as presented in 2012. Flach’s work was chosen because the images and videos are
still available and they present a varied origin (games, movies, internet), and be-
cause had diversity in terms of gender and skin color characteristics in relation to
the CG characters/VHs. With this, a comparison analysis between the perception of
ten years ago and the current perception data regarding the UV effect was made.
Because of this, the questionnaire created in 2012 [FdMM+12] was used to allow
a fair comparison, but also including images and videos of more recent characters.
The main goal is to observe the UV effect with the new characters compared to the
ones from the previous work [FdMM+12].
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To facilitate the interpretation, it was necessary to separate the perceptual
data into three groups: i) old characters (O), represented by images and videos that
were used in Flach’s work [FdMM+12] in 2012; ii) new characters (N), which are also
comprised by images and videos included in this work, but from the last six years
before 2020 (year that data collection was performed); and iii) all characters (A), i.e.,
the full set with old and new characters. To make this text easier to read, O and N
were used to represent the perceived stimuli in 2012 and 2020, respectively. There-
fore, during the text, tuples were used to refer to the evaluated group of characters
and the period of analysis; for example, (O, O) represents old characters and stimuli
evaluated in 2012. With this, five hypotheses were raised:

• H01 defining that (O, O) = (O, N), i.e., the perceptual data obtained in 2012
indicate similar comfort with data obtained in 2020, about the characters from
2012;

• H02 defining that (O, O) = (A, N), i.e., the perceptual data obtained in 2012,
w.r.t. 2012 data, indicate similar comfort with data obtained in 2020, concern-
ing all characters (from 2012 and 2020);

• H03 defining that (O, O) = (N, N), i.e., the perceptual data obtained in 2012,
w.r.t. 2012 data, indicate similar comfort with data obtained in 2020, about new
characters;

• H04 defining that (O, N) = (N, N), i.e., the perceptual data obtained in 2020,
w.r.t. 2012 data, indicate similar comfort with data obtained in 2020, about new
characters. Also, this hypothesis was performed for realism;

• H05 defining that variation of comfort (difference) |(Oimage, O) − (Ovideo, O)| is
similar to |(Nimage, N)−(Nvideo, N)| and also similar with |(Aimage, N)−(Avideo, N)|,
where image and video refer to specific domain instead of global data.

This section is divided into Section 3.1.1, which presents the methodology,
and Section 3.1.2, which presents the results.

3.1.1 Methodology

The Section 3.1.1 has three parts: Section The CG Characters of 2012 and
2020 presents all characters used in this part of the work. Section The Questionnaire
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presents the proposed questionnaire related to comfort, realism, and familiarity with
the CG character, and finally, Section Creating the Comfort Chart defines how the
Comfort chart is modeled. Indeed, the Y -axis has several interpretations (comfort,
eeriness, creepiness, strangeness, familiarity, likability) [KFMT15, MGHK09], in the
case of this work, the term Comfort is considered. The X -axis states for Human
Likeness and it does not have an universally accepted way for its categorization. In
Comfort chart, artificial beings are categorized by their levels of realism, or human
likeness (X -axis), being, from left to right, the least similar to the most similar. The
Y -axis, on the other hand, presents the perceptive values of the comfort of people
about the evaluated artificial beings.

The CG Characters of 2012 and 2020

To try to answer the question “Are people feeling more comfortable with
newer CG characters than older ones?”, the work of Flach et al. [FdMM+12] was
reproduced. The same set of ten characters was used, comprised by images and
videos, which are listed in Figure 3.1 from (a) to (j). In addition to the CG characters
from 2012, 12 CG characters were added, which were from 2013 to 2020, shown
from (k) to (v). With these data, as proposed in [FdMM+12], the human likeness
criterion was evaluated, which contributes to the order the characters are placed in
the horizontal axis of the UV chart (detailed in Section Creating the Comfort Chart).
To ensure the variation of human likeness, some characters, which could represent a
human being more realistically, were chosen, as shown in the cases (k), (p), (t), and
(v) in Figure 3.1. Therefore, characters that escape from realism were needed (i.e.,
stylized, unrealistic, badly designed, etc.), counteracting the others cited earlier,
such as the cartoon characters shown in Figure 3.1 (m), (q), (s), and (u). This
counterpoint is necessary to form the horizontal axis of the UV chart. All pictures
and movies were obtained from the YouTube platform. It was necessary to limit the
search to videos with a large number of views and descriptions that contain copyright
to avoid amateur videos. 1

In addition to the realism factor, other restrictions were followed as pro-
posed in [FdMM+12] concerning the choice of each character: i) the character has
to represent a human being (i.e., avoiding animals, for instance); ii) it should not be
placed in an unreal place; iii) the character should wear normal (and not) minimal
clothes to avoid distortions in perceptions; and finally iv) the scene should be fo-

1Copyrighted images reproduced under “fair use policy”.
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(a) Internet (b) Internet (c) Internet (d) Movie:
The
Incredibles 1

(e) Internet:
Obama’s
Cartoon

(f) Internet

(g) Movie:
Cloudy with
a Chance
of Meatballs

(h) Movie:
Beowulf

(i) Game:
Heavy Rain

(j) Movie:
Rango

(k) Internet:
Unreal 4
Engine

(l) Movie:
Alita

(m) Movie:
How to
train your
dragon 2

(n) Movie:
Thor
Ragnarok

(o) Movie:
Rogue One

(p) Series:
Love,
Death and
Robots

(q) Movie:
Moana

(r) Game:
Overkill’s
The Walking
Dead

(s) Movie:
Spider-
Verse

(t) Internet:
Unreal 4
Engine

(u) Movie:
The
Incredibles 2

(v) Internet:
Unreal 4
Engine

Figure 3.1: All characters used in this work. From (a) to (j) there are the characters
used in the work of Flach et al. [FdMM+12], and from (k) to (v) are the most recent
characters added in this paper (all the characters’ pictures and short sequences
have been taken from Youtube videos).
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cused on the character’s face so that the participants could catch the movement of
the mouth, the eyes, among other expressions. All of these restrictions were used to
avoid possible negative influences on human perceptions. Additionally, comparing
with the base dataset, this work tried to include more diversity in terms of female
gender (characters k, l, o, p, q, t, u) and dark colored skin (q, r, s).

Regarding people’s familiarity with the tested characters, this work tried to
choose characters that could be considered known to the general public (e.g., from
movies) as characters (l, m, n, o, q, s, u), as done in [FdMM+12]. Furthermore,
little-known characters were also included, e.g., k, t, and v, as in [FdMM+12].

The Questionnaire

First, just as it was necessary to compare human perceptions of CG char-
acters with the results obtained by Flach et al. [FdMM+12], it was used the same
structure of five questions of the reproduced study, as presented in Table 3.1. Fol-
lowing this structure, questions with categorical answers were used, where Q2 and
Q4 are explicitly used to build the comfort chart (based on UV chart). Q2 was the
only one with three possible answers (based on Likert Scales with three scores),
and it was used to measure the participants’ perception of realism regarding the
characters. Q2 answer options were used to define the order the characters in the
Comfort chart (X -axis). Q4 aimed to measure the perceived comfort quantitatively
and indicates values in the chart (Y -axis). The entire questionnaire was assem-
bled using Google Forms, and before answering the survey, participants received
no explanation about the original intent of the research. This was done to avoid any
type of influence on the participants’ responses. Furthermore, it was necessary to
use demographic and CG familiarity questions to try to avoid bias. Also, the ethical
guidelines were followed for the application of the questionnaire, where all partic-
ipants were asked if they agreed to grant access to their answers and personal
information regarding age, gender, educational level, and familiarity with CG.

The process was divided into two steps, in which the presented charac-
ters (from Figure 3.1) were selected randomly. In the first step, an image of each
character was shown before all questions, as referred to in Table 3.1. In the second
step, performed just after the first step, a video of each character was shown before
asking the same five questions. These steps evaluate people’s comfort level when
observing characters in the pictures, where they are static, and also in the videos,
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Table 3.1: Questions regarding human perception applied to the participants.

Question Possible answers

Q1: Do you think that the character in the
picture/video above is:

a) A real person
b) Created using CG

Q2: If created using CG, how realistic does
it seem?

a) Very realistic
b) Moderately realistic
c) Unrealistic

Q3: Do you know this character? a) Yes
b) No

Q4: Do you feel some discomfort
(strangeness) looking to this character?

a) Yes
b) No

where characters are moving (animations). The level of comfort is asked in question
Q4, as shown in Table 3.1.

Creating the Comfort Chart

As mentioned before, the Comfort chart is represented by a 2D plot, where
the X -axis indicates the level of character realism from less to more realistic (from
left to right, having higher values for realism on the right). The Y -axis defines the
perceived comfort (%) of people when watching the characters. It goes from less
to more comfortable, where less comfortable is associated with small values in the
Y -axis. Only positive values were used in both axes.

To define the order of the characters in the horizontal axis, the averages of
scores of Q2 answers were used. Thus, each character presents an average value
of realism. As a result, the Human Likeness axis is shaped by the increasing or-
der of each character’s realism value. It was tried to follow this same methodology
of ordering CG characters on the horizontal axis. In addition to such analyses, a
comparison was made between the characters by levels of realism. According to
Katsyri et al. [KFMT15], at least three levels of human likeness are necessary for
comparisons between them regarding the levels of realism. The characters were
divided into three levels of realism based on the three possible answers from Q2
(i.e., “Unrealistic”, “Moderately Realistic”, and “Very Realistic”) according to the fol-
lowing rule: i) characters defined as unrealistic when having realism values ≤ 1.5;
ii) characters defined as moderately realistic when having values of realism ≤ 2.5;
and iii) characters defined as very realistic when presenting realism values > 2.5.
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Figure 3.2 shows the final order of the 22 images in X -axis, and the average
percentages of answers “Unrealistic” (blue line), “Moderately Realistic” (red line),
and “Very Realistic” (yellow line) of all characters on Y -axis. The green line presents
the percentages of answers “Created using CG” (question Q1 in the form) of all
characters. Therefore, it is interesting to see that on the right side of Figure 3.2,
subjects seem to be more confused when asked to define whether or not the very
realistic characters were created using CG. Especially if we look at the character (r),
who was the only one with dark colored skin among the group of very realistic CG
characters.

Figure 3.2: The final order of the Human Likeness axis (horizontal) of this work is
presented. The vertical axis shows the percentage of answers “Unrealistic”, “Mod-
erately Realistic”, “Very Realistic” (Q2); and "Created using CG" (Q1) of each char-
acter, respectively represented by the blue, red, yellow, and green lines. In addition,
the background of each group of realism is highlighted using the same colors used
in the captions of Q2’s answers.

Once the horizontal axes data was generated, the perceived comfort was
used to compose the Comfort chart (remember that the comfort chart was based
on the UV chart). The vertical axis (Comfort) is given by the percentage of the “No”
answers to the Q4 question, which yields larger values if the character presents
more comfort. The following section presents the results.



56

3.1.2 Results

The results discussed in this section were obtained with the questionnaire
shown in Section 3.1.1. The questionnaire was applied on social networks, and all
participants were volunteers. It was answered by 119 participants, from which 42%
were women and 58% men; 77.3% were at most 30 years old, 63.8% completed
high school, and 68.1% were familiar with CG 2. In all statistical analyses, it was
used 5% of significance level (paired and independent T -tests, and Chi-square test).
In addition, the terminology was used as defined above, using tuples where the first
element is related to the data and the second to the perception. For example, (O, N)
represents data acquired in 2012 (Old characters) and evaluation performed in 2020
(New evaluation). Table 3.3 presents all data used in this work, and the next sections
discuss the results of this work.

Analysis of Perceived Realism of CG Characters

As shown in Section 3.1.1, question Q2 evaluates realism through answers
using 3-Likert Scales. With that, each character had an average value of perceived
realism, as shown in ascending order in the last column of Table 3.2, that is, follow-
ing the order of Human Likeness. In addition, the average of perceived realism for
each group of characters was also computed, i.e., A, N, Old and New, and accord-
ing to the levels of realism (Unrealistic, Moderately Realistic, and Very Realistic), as
shown in the last three lines of Table 3.3. With these data, two types of statistical
analysis were performed with these values: i) Between levels of realism (for exam-
ple, unrealistic x moderately realistic), in order to assess the differences between
the groups of perceived realism; ii) and between the groups, (N, N) and (O, N), in
order to compare the perceived realism between old and new characters. In all of
these analyses, an independent T -test was used. With respect to all characters
(A, N), significant p-values in all comparisons were found (< 0.001 for Unrealistic x
Moderately Realistic, < 0.001 for Unrealistic x Very Realistic, and < 0.001 for Mod-
erately Realistic x Very Realistic). Therefore, for all characters, what can be said
is that all groups of realism were different from each other. Regarding the old
characters (O, N), only in the comparison between the groups Moderately Realis-
tic and Very realistic that no significant results were found (0.009 for Unrealistic x

2Flach’s work does not contain demographic data, so, it was not possible to make comparisons
taking into account demographic data
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Table 3.2: The table presents all data (comfort, familiarity with CG, realism) in im-
ages and videos (data obtained in Flach’s work presented as Old, comfort obtained
in this current work presented as New) of all characters. Obs: All values are per-
centages, except the last column (Realism), which are averages.

Character Character Image Video Image Video Image Video Image
Id Figure Comfort Comfort Comfort Comfort Familiarity Familiarity Realism

Old Old New New New New New

g 61% 63% 52.1% 57.98% 63.02% 56.3% 1.10

d 88% 86% 84.87% 83.19% 92.43% 91.59% 1.23

u - - 67.22% 78.15% 73.1% 72.26% 1.29

i 29% 31% 24.36% 32.77% 3.36% 2.52% 1.38

m - - 88.23% 87.39% 80.67% 81.51% 1.39

s - - 89.07% 84.03% 48.73% 48.73% 1.43

q - - 94.95% 90.75% 78.99% 78.99% 1.49

n - - 71.42% 65.54% 96.63% 93.27% 1.56

c 50% 53% 26.89% 45.37% 2.52% 2.52% 1.65

e 74% 73% 65.54% 59.66% 83.19% 80.67% 1.75

f 35% 34% 35.29% 33.61% 2.52% 0.84% 1.91

a 27% 12% 41.17% 32.77% 1.68% 1.68% 2.08

l - - 37.81% 53.78% 31.93% 36.13% 2.1

j 65% 63% 77.31% 67.22% 21.84% 14.28% 2.43

b 70% 33% 68.9% 46.21% 3.36% 2.52% 2.5

h 88% 78% 73.1% 76.47% 14.28% 11.76% 2.54

v - - 79.83% 68.9% 15.96% 16.8% 2.6

o - - 92.43% 86.55% 71.42% 71.42% 2.67

r - - 81.51% 88.23% 6.72% 3.36% 2.72

p - - 91.59% 91.59% 17.64% 14.28% 2.73

k - - 91.59% 87.39% 1.68% 0.84% 2.78

t - - 85.71% 72.26% 4.2% 5.04% 2.79

Moderately Realistic, and 0.001 for Unrealistic x Very Realistic). Therefore, for old
characters, what can be said is that the Unrealistic group was different from
the other two. In the case of the new characters (N, N), only in the comparison
between the groups Unrealistic and Moderately Realistic that no significant result
were found (< .001 for Unrealistic x Very Realistic, and < 0.001 for Moderately Re-
alistic x Very Realistic). Therefore, for new characters, what can be said is that
the group of Very Realistic was different from the other two. In the comparisons
between (O, N) and (N, N) (i.e., H04), a significant result was found between the
Very realistic groups (.01). With that, looking at the averages in Table 3.3, what can
be said is that new characters from the Very realistic group were considered
more realistic than the old characters from the Very Realistic group.
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Table 3.3: Results of perceived comfort and realism (image and video for the first
two, and only image for the last) of characters, in 2012 (O) and 2020 (N), and
standard deviation values. For comfort, percentages were used, while for realism
averages were used.

Dataset Evaluation Percentage Standard Percentage Standard Percentage Standard Percentage Standard
Comfort Time All Deviation Unrealistic Deviation Moderately Deviation Very Deviation

(SD) (SD) Realistic (SD) Realistic (SD)
Oimage O 58.70% 22.72% 59.33% 29.53% 50.2% 19.71% 79% 12.72%
Ovideo O 52.60% 24.12% 60% 27.62% 47% 24.3% 55.5% 31.81%
Oimage N 54.95% 21.95% 53.78% 30.28% 49.24% 21.28% 71% 2.97%
Ovideo N 53.52% 18.34% 57.98% 25.21% 47.73% 15.41% 61.34% 21.39%
Nimage N 80.95% 16.06% 84.87% 12.13% 71.42% 37.81% 87.11% 5.56%
Nvideo N 79.55% 11.93% 85.08% 5.37% 59.66% 8.31% 82.49% 9.43%
Aimage N 69.13% 22.74% 67.64% 25.6% 50.78% 20.07% 83.08% 8.88%
Avideo N 67.72% 19.86% 70.58% 20.88% 51.14% 14.28% 77.20% 14.99%

Dataset Evaluation Average Standard Average Standard Average Standard Average Standard
Realism Time All Deviation Unrealistic Deviation Moderately Deviation Very Deviation

(SD) (SD) Realistic (SD) Realistic (SD)
Oimage N 1.86 0.52 1.24 0.13 1.96 0.3 2.52 0.02
Nimage N 2.13 0.64 1.4 0.08 1.83 0.38 2.71 0.07
Aimage N 2.01 0.59 1.33 0.13 1.93 0.3 2.67 0.1

Analysis of Perceived Comfort of CG Characters - Comparing (O, O) and (O, N) by
Character:

Firstly, it is essential to mention that Flach’s work used another ordering
criterion for the Human Likeness axis, based on the evaluation performed in 2012.
The two ordering schemes in Figure 3.3 were compared, where (a) shows both
evaluations performed in 2012 and 2020 concerning data from 2012, using Flach’s
order. On the other hand, Figure 3.3(b) shows the same data but using the new
data. When comparing the two orders, it is interesting to note that only characters
(g) and (d) (the first two characters in the two charts) remained in the same positions.
The characters (j) and (i) were the ones that moved the most, the first being in the
fourth position in Flach’s work, becoming more realistic in perception in 2020, while
the second dropped three positions. Also, one can see that the Valley is present in
Figure 3.3(a) (Flach’s order), while in (b), there was more than one Valley. While
Flach [FdMM+12] defined the order on (X -axis) based on data observed in 2012,
scores from Q2 answers were used, as evaluated in 2020.

Regarding comfort analysis in Figure 3.3, comparing only images, the green
line (evaluation in 2020) was only above the blue line (evaluation in 2012) in charac-
ters (a) and (j), i.e., the perceived comforts of all other characters have decreased
or remained the same, over the years. Assuming that perception responses from
2012 and 2020 are independent data, the Chi-square test was used and perceived
comfort was evaluated in image and video for each character. In Figure 3.3(a), in
part above the lines, the significant results (highlighted in red) of the differences be-
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(a) Flach’s order (b) Our order

Figure 3.3: All the characters used in the work of Flach et al. [FdMM+12] with Flach’s
order in (a), and new order in (b). Both blue and orange lines, in Figure (a) and
(b), represent the percentages of comfort of each character in image and video, as
perceived in 2012. The green and yellow lines represent the same in (b), however
evaluated in 2020. In addition, in (a) we can see the significant results (highlighted
in red) of the comparisons of the characters perceived in 2012 and 2020 (the results
related to images were above the lines, the results related to videos were below the
lines).

tween characters from 2012 and 2020 in images are presented, while the significant
results of the videos are presented below the lines. In addition, as what is can also
be seen in Table 3.2, characters (c) and (h) were perceived as more comfortable
in 2012 and (a) and (j) were more comfortable in 2020. In videos, character (e)
was more comfortable in 2012, and characters (a) and (b) were more comfortable
in 2020. In conclusion, only 4/10 characters present differences in perceptual
data in images, and 3/10 in the video, and only one in both media.

Analysis of Perceived Comfort of CG Characters - Comparing (O, O) and (O, N),
globally:

Regarding hypothesis H01 ((O, O) = (A, N)), a paired T -test was performed
to compare perceptual comfort percentages assessed in 2012 and 2020 (shown in
Table 3.3). However, no significant results (image and video) were found, i.e., in
general, the comfort perceived by the participants is similar when comparing
the assessments made in 2012 and 2020 concerning the old characters.

In another analysis, an independent T -test was used to compare comfort
ratings for each level of realism (“Unrealistic”, “Moderately Realistic”, and “Very Re-
alistic”) separately. As Flach’s work did not provide levels of realism, only the new
order (Human Likeness) was used in this analysis. However, no significant results
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were found either. With that, what can be said is that both in 2012 and in 2020,
the perceived comfort about characters from 2012 was not influenced by lev-
els of realism.

Analysis of Perceived Comfort of CG Characters - Comparing (O, O) and (A, N):

Comparing the perceived comfort between the 10 characters in 2012 and
22 characters in 2020 (H02) (the chart of all characters is shown in Figure) 3.5, no
significant p-values were obtained (for image or video). Hence, the results indi-
cated that considering old and new characters, people in 2020 felt as comfort-
able as people in 2012 about old characters. An independent T -test was also
used for the analysis of all characters (A, N) at different levels of realism. In this
case, significant results were found in the comparisons between moderately realis-
tic and very realistic characters (0.001 in images and 0.004 in videos), and between
unrealistic and moderately realistic characters (0.03 in images). Therefore, what
can be said is that for all characters, in image analysis, people felt more com-
fortable with very realistic characters than with moderately realistic ones. In
videos, people felt more comfortable with unrealistic and very realistic char-
acters than with moderately realistic ones. These conclusions are in accordance
with Mori [MMK12], in the UV theory.

Analysis of Perceived Comfort of CG Characters - Comparing (O, O) and (N, N):

Regarding H03 ((O, O) = (N, N)) (the chart of the new characters is shown
in Figure) 3.4, an independent T -test was also used to measure the difference be-
tween the obtained comfort percentages (shown in Table 3.3), and obtained the
significant p-values 0.01 (images) and 0.002 (videos). As the comfort perceived in
2020 was superior to one reported in 2012, we can conclude that people in 2020
felt more comfortable with current characters than people in 2012 with char-
acters from 2012 (at that time). Regarding levels of realism for (N, N), significant
results were found in the comparisons between moderately realistic and very real-
istic characters (0.01 in images and 0.02 in videos), and between unrealistic and
moderately realistic characters (0.009 in images). Therefore, what can be said is
that for new characters, in the analysis of images, people felt more comfort-
able with very realistic characters than with moderately realistic characters.
In the videos, people were more comfortable with unrealistic and very real-



61

Figure 3.4: Recent characters evaluated in this work. The blue and orange lines
represent the comfort percentages of each of the new characters w.r.t., image and
video.

istic characters than with moderately realistic characters. As for (A, F ), these
conclusions were in accordance with the UV theory.

Analysis of Perceived Comfort of CG Characters - Comparing (O, N) and (N, N):

Regarding H04, an independent T -test was also used, and again obtained
significant p-values (0.004 for images and < 0.001 for videos). Hence, we can
conclude that people are more comfortable with the new characters than with
the old ones. In the analysis of the three levels of realism in HO4, a significant
difference was found between very realistic characters (0.009 in images) through
the independent T -test. With that, what can be said is that people in 2020 felt
more comfortable with very realistic new characters than with very realistic
characters from 2012.

Comparing Movement Effect in the Perceived Comfort Between 2012 and 2020:

To measure the theory of movement proposed by Mori [MMK12], H05 was
defined: |(Oimage, O)−(Ovideo, O)| = |(Nimage, N)−(Nvideo, N)| = |(Aimage, N)−(Avideo, N)|,
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Figure 3.5: All Characters evaluated in this work. Characters (g), (d), (i), (a),
(e), (c), (f), (j), (h) and (b) were the 10 characters that were also evaluated in
2012 [FdMM+12]. The blue and orange lines represent the comfort percentages
of each character analyzed in 2020.

that is, the difference between image and video comfort perception is similar over
the years. The difference module of comfort between image and video, for each one
of the performed analysis, are as follows:

1. |(Ovideo, O) − (Oimage, O)| = 7.5%, (SD = 11.34%);

2. |(Avideo, N) − (Aimage, N)| = 7.75%, (SD = 5.82%);

3. |(Ovideo, N) − (Oimage, N)| = 8.65%, (SD = 6.96%); and

4. |(Nvideo, N) − (Nimage, N)| = 7%, (SD = 4.87%).

To test H05, a paired T -test was used, but the results were not significant.
Concerning the three levels of realism, the results were also not significant. So, it in-
dicates that the characters’ motion (videos) did not influence the perceived comfort,
contrary to Mori’s movement theory.
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Qualitative Analysis of Perceived Comfort and Realism Involving Diversity in Terms
of Gender

The perceived realism and comfort over the years (2012 and 2020) was
also evaluated from a gender perspective. In the work of Flach et al., the 2012
dataset contained seven male characters and only three female characters. In our
work, there were seven female characters and five male characters. Firstly, because
of the small number of female and male characters in each group, only the averages
and percentages were evaluated without statistical tests, that is, only qualitatively.
So, the notations were as follows:

1. (O, Omale) = 73% of perceived comfort;

2. (O, Ofemale) = 49.66% of perceived comfort;

3. (O, Nmale) = 59.29% of perceived comfort and 1.86 of perceived realism;

4. (O, Nfemale) = 40.05% of perceived comfort and 1.84 of perceived realism;

5. (N, Nmale) = 82.01% of perceived comfort and 1.94 of perceived realism;

6. (N, Nfemale) = 80.18% of perceived comfort and 2.26 of perceived realism;

Looking at the perceptual data from 2012, we can see that the percentage
of perceived comfort was higher for (O, Omale) than (O, Ofemale), with a difference of
23.34% between them. For 2020 perceived comfort data, the same happened but
the difference was smaller, that is, |(O, Nmale)− (O, Nfemale)| = 10.24%. Furthermore,
still regarding the 2020 data, female and male characters had similar averages of
perceived realism.

Comparing the years, both (O, Nmale) and (O, Nfemale) had higher perceived
comfort percentages than, respectively, (O, Omale) and (O, Ofemale). However, male
characters had a higher percentage difference (|(O, Omale) − (O, Nmale)| = 22.71%)
than female characters (|(O, Ofemale) − (O, Nfemale)| = 9.61%).

Looking at characters from 2020, the difference in percentage of perceived
comforts between female and male characters was low (|(N, Nmale) − (N, Nfemale)| =
1.83%). The perceived realism for female characters was higher than for male char-
acters (the difference was 0.32). Comparing 2020 data between characters from
2012 and 2020, in terms of realism, both (N, Nmale) and (N, Nfemale) had higher real-
ism values than, respectively, (O, Nmale) and (O, Nfemale). However, female characters
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had a higher average difference (|(N, Nfemale) − (O, Nfemale)| = 0.42) than male char-
acters (|(N, Nmale)− (O, Nmale)| = 0.08). In terms of perceived comfort, the difference
between years in relation to female characters was also higher (40.13%) than in
relation to male characters (31.71%).

Qualitative Analysis of Perceived Comfort and Realism Involving Diversity in Terms
of Skin Color

The realism and comfort perceived over the years were also evaluated from
the perspective of skin color, with characters divided into dark and white colored
skins. The 2012 dataset contained eight characters with white skin color and only
one character with black skin color (which was the Obama cartoon). The character
(j) was removed due to the fact that the skin color was inconclusive. In our work
(2020), there were eight white colored skin characters and only three characters
with dark colored skin. The character Hulk (n) was removed because of his green
skin color. Firstly, due to the small number of characters with different skin colors in
each group, only averages and percentages were evaluated without statistical tests.
Thus, the notations were as follows:

1. (O, Odark ) =74% of perceived comfort;

2. (O, Owhite) =56% of perceived comfort;

3. (O, Ndark ) =65.54% of perceived comfort and 1.75 of perceived realism;

4. (O, Nwhite) =50.83% of perceived comfort and 1.79 of perceived realism;

5. (N, Ndark ) =88.51% of perceived comfort and 1.88 of perceived realism;

6. (N, Nwhite) =79.3% of perceived comfort and 2.29 of perceived realism;

Both looking at the 2012 data and the 2020 data (respectively, (O, Odark )
and (O, Ndark )), the character (only Obama) with dark colored skin had higher av-
erage percentage of perceived comfort than the CG Characters with white colored
skin (respectively, (O, Owhite) and (O, Nwhite)). Comparing Obama between years
(|(O, Odark ) − (O, Ndark )|), there was a small difference in perceived comfort, where
people in 2012 felt 8.46% more comfortable than people in 2020. Between CG
Characters with white colored skin there was also a small difference in the aver-
age percentage of perceived comfort (5.17% more perceived comfort for people in
2012).
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As was the case with the 2012 characters, dark colored skin CG Char-
acters from 2020 conveyed more comfort than white colored skin characters from
2020 (|(N, Ndark ) − (N, Nwhite)|, with a difference of 9.21%). In terms of perceived
realism, the opposite happened, where white colored skin characters were per-
ceived as more realistic than dark colored skin characters (with a difference value of
0.41). Comparing characters from 2012 versus 2020, both (N, Nwhite) and (N, Ndark )
had higher perceived comfort and realism values than, respectively, (O, Nwhite) and
(O, Ndark ).

Analysis of Perceived Familiarity of CG Characters

Regarding familiarity with characters, statistical analysis was performed
to compare percentages of familiarity for each level of realism separately, (0, N) =
(N, N) (also similar to H04), and analysis between image and video (H05). Regard-
ing the comparisons between the levels of realism, significant results were found in
(A, N) (0.004 in images and 0.005 in videos) and N, N (0.008 in images and 0.008 in
videos) in the comparisons between the unrealistic and very realistic levels. So, we
can say that people were more familiar with unrealistic characters than very
realistic characters, both in (A, N) and in (N, N). In (0, N) = (N, N), no significant
results were found. Regarding images versus videos, significant results were also
found in (A, N) (0.02 in all characters without separation into groups of realism) and
in (N, N) (0.02 also in all characters). So, we can say that people were more
familiar with characters in images than in videos, both in (A, N) and in (N, N).

3.2 Perception of CG Characters From a Gender Perspective

This section aims to try to answer the following questions:

• Do people perceive comfort and realism in female and male CG characters in
the same way?

• Does this change when participants are separated into women and men?

To try to answer these questions, the perceptual data of comfort and re-
alismcollected and presented in Section 3.1 are also used in this present section.
This was done since in the previous section data were collected from women and
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men about different characters, also having female and male characters. With this,
the following analyzes were performed: Initially, from A, the same amount of female
and male characters were chosen, and the participants were separated into women
and men. With that, the perceptions regarding female characters and the percep-
tions about male characters were compared quantitatively, and the perceptions of
women participants and the perceptions of men were also compared. Below are
the definitions to facilitate the interpretation of these analyses: Regarding comfort
and realism, consider (PGe, CGe) being a tuple that returns perceptual data, where
PGe indicates the participants’ gender and CGe the characters’ gender. Therefore,
PGe = W , regarding the data answered by women participants, and M, represent-
ing men. In addition, PGe = A, all participants are considered. CGe is related to the
character’s gender, CGe = F representing the female characters, CGe = M repre-
senting the male characters, and CGe = A all characters. With this, four hypotheses
were raised, using the defined terminology:

• H06 defining that (A, F ) = (A, M), i.e., the perceptual data of all the participants
about the female characters indicate comfortsimilar to the data related to male
characters;

• H07 defining that (W , F ) = (W , M), i.e., the perceptual data of women par-
ticipants about the female characters indicate comfortsimilar to that obtained
about male characters;

• H08 defining that (M, F ) = (M, M), i.e., a hypothesis similar to H02, but in
relation to men;

• H09 defining that (W , A) = (M, A), i.e., the data obtained by women indicate
comfortsimilar to that obtained by men, in relation to all characters.

This section is divided into Section 3.2.1, which presents the methodology,
and Section 3.2.2, which presents the results.

3.2.1 Methodology

The methodology is divided into three parts: Section Female and Male CG
Characters presents all female and male characters that are used in this part of this
work, and Section Creating the Comfort Chart presents the details of the Comfort
chart.
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Female and Male CG Characters

Regarding the characters, the same number of female and male characters
were selected from the character dataset that was created in Section 3.1. As can be
seen in Figure 3.6, ten female characters were chosen, respectively, from character
(a) to (j), and ten male characters, respectively, from (k) to (t). Thinking about the
distribution of characters from left to right on the X -axis (Human Likeness) of the
Comfort chart were chosen as follows: i) Unrealistic characters: female (h) and (j),
and the male (l) and (s); ii) Moderately Realistic characters: female (a), (b), (c) and
(e), and the male (k), (m), (n) and (q); and finally iii) the Very Realistic characters:
female (d), (f), (g) and (i), and the male (o), (p), (r) and (t).

Creating the Comfort Chart

To build the Comfort chart in relation to the characters in Figure 3.6, the
response data presented in Section 3.1 was used. With this, question Q2 covers the
human likeness criterion, and subjects’ answers influenced the order in which the
characters are placed on the horizontal axis (Human Likeness), of the Comfort chart.
To order the characters on the horizontal axis, the same methodology presented in
Section 3.1 was used, both when the data were used in general and when they were
separated into women and men.

3.2.2 Results

In this section, the (PGe, CGe) tuple defined earlier was used, to represent
comfortand realism obtained from users perception. For example, (A, F ) states for
perceived data from all participants (A, that is, men and women) about the female
characters (F ).

Realism Analysis

Table 3.4 shows the levels of realism (first column), the groups of partici-
pants (second column), and the characters present at each level (third column). In
addition, Table 3.4 also presents realism medians of all characters present at each
level (fourth column), realism medians of the female and male characters (fifth and
sixth columns, respectively).
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(a) Internet (b) Internet (c) Game:
Heavy Rain

(d) Internet:
Unreal 4

(e) Movie:
Alita

(f) Movie:
Rogue One

(g) Series:
Love,
Death
+Robots

(h) Movie:
Moana

(i) Internet:
Unreal 4

(j) Movie:
The
Incredibles 2

(k) Internet (l) Movie:
The
Incredibles 1

(m) Internet:
Obama
Cartoon

(n) Internet (o) Movie:
Beowulf

(p) Movie:
Rango

(q) Movie:
Thor
Ragnarok

(r) Game:
Overkill’s
TWD

(s) Movie:
Spider-
Verse

(t) Internet:
Unreal 4

Figure 3.6: From (a) to (j) are the female characters, and from (k) to (t) the male
characters. Remembering all the figures of the characters and short sequences
have been taken from YouTube videos.
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Table 3.4: The table presents the characters present in each level of realism, both
in the perception of all participants, and in the perception of women and men. In
addition, it also presents medians of perceived realism of all characters, female and
male characters present in each level. Note: for this part of the work, values were
not used for all participants and all characters (being A, A in the notation used in this
work), since gender analysis was the focus.

Realism Obtained All Female Male
Level Data Characters Characters Characters Characters

(Median) (Median) (Median)
All levels All participants All Characters - 2.30 2.00

Unrealistic All participants (c, h, j, l, s) - 1.38 1.33
Moderately Realistic All participants (b, e, k, m, n, p, q) - 1.87 1.91

Very Realistic All participants (a, d, f, g, i, o, r, t) - 2.73 2.60
All levels Women All Characters 2.03 2.24 1.95

Unrealistic Women (c, j, l, q) 1.24 1.23 1.28
Moderately Realistic Women (a, b, e, h, k, m, n, p, s) 2.84 1.8 1.84

Very Realistic Women (d, f, g, i, o, r, t) 2.7 2.76 2.6
All levels Men All Characters 2.13 2.34 2.07

Unrealistic Men (h, j, l, s) 1.34 1.37 1.29
Moderately Realistic Men (b, c, e, k, m, n, p, q) 1.89 1.69 2.05

Very Realistic Men (a, d, f, g, i, o, r, t) 2.69 2.69 2.6

A statistical analysis (using Python and the Scipy library) was performed
with Wilcoxon signed-rank, Kruskal-Wallis and Mann-Whitney rank tests. These
tests were used to try to avoid false positives due to the various analyzes with small
samples. Therefore, it was not necessary to measure the normality of the data.
Once there were a lot of tests to be performed (gender participants (2), gender
characters (2), realism levels (3), image (1) = 12 in total), here just the tests which
results are considered significantly using 5% of significance level are presented.
The Wilcoxon test was used for paired samples with the same size, for example,
women’s perception of female characters x women’s perception of male characters.
For independent samples with different sizes, first the Kruskal-Wallis test was used
to compare all three levels of realism, for example, women’s perception of charac-
ters Unrealistic x Moderately realistic x Very realistic. In case of significant p-value
in the Kruskal-Wallis test, the Mann-Whitney test was used in comparisons between
two of the three levels of realism, for example, Unrealistic x Moderately, Unrealistic
x Very, and Moderately x Very. In addition, the Mann-Whitney test was also used in
comparisons between groups of equal realism, but with different sample sizes, for
example, women’s perception of unrealistic characters x men’s perception of unreal-
istic characters, or women’s perception of female characters unrealistic x unrealistic
male characters.

Regarding all participants perception: With regard to all participants, in
the perception of realism about female characters (A, F ), a significant result was
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found (p-value = .021) when comparing the three levels of realism (Unrealistic x
Moderately x Very), showing that the groups of CG characters are different in per-
ception of realism. When comparing one group of realism with another (for example,
Unrealistic x Moderately), significant results were only found when when there were
a comparisons between the very realistic group with the Unrealistic group (.018), and
with moderately (.039), that is, the very realistic characters group (higher percent-
age of realism, as shown in Table 3.4) was considered significantly different from the
others. Comparing the three groups of male characters (A, M), the result was also
significant (.022), also showing that the male characters’ levels of realism were con-
sidered different. In the separate comparisons between groups, significant results
were only found when there were comparisons between the unrealistic and moder-
ately groups (.041), and between the moderately and very realistic (.018) groups.
In these cases, the results show that groups of CG characters are different
in terms of realism perception in both female and male characters. Compar-
ing female and male characters (A, F x A, M), no significant results were found in
the general comparison (without separations in levels of realism). Already separat-
ing the characters into levels of realism, a significant result was found when there
was a comparison between very realistic female characters and very realistic male
characters (.018), that is, people considered the very realistic group of female
characters more realistic than the group of male characters.

Regarding women perception (W , A): Significant results were found when
all groups were compared (< .001), and also when the groups were separated (.003
for Unrealistic and Moderately, .005 for Unrealistic and Very, and .001 for Moderately
and Very), that is, for women, the groups of all characters were considered
different in terms of realism. The same happened when comparing all realism
groups of female (W , F ) characters (.019), and significant only in the comparison
between the unrealistic and very realistic groups (.015). In the comparison of all
groups of realism of the male characters (W , M), a significant result (.022) was also
found. However, in the comparisons performed separately, significant results were
only found when there were comparisons between between the unrealistic and mod-
erately realistic groups (.041), and between the moderately and very realistic groups
(.018). In the comparisons between female and male characters (W , F x W , M)
no significant results were found.

Regarding men perception (W , A): In the analysis of men about all char-
acters (M, A), significant results were found in the general comparison (< .001) and
in relation to separate comparisons (.004 for Unrealistic and Moderately, .004 for
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Unrealistic and Very, and < .001 for Moderately and Very). On female characters
(M, F ) significant results were also found in the general comparison (.021), and sig-
nificant in the comparisons between the unrealistic and very realistic groups (.039),
and between the moderately and very realistic groups (.018). The same happened
in the general comparison (.022) of the male characters (M, M), and significant in
the comparisons between the unrealistic and moderately realistic groups (.041), and
also between the moderately realistic and very realistic groups (.018). Therefore,
the results show that for men, the groups of realism of all characters, and the
groups of female and male characters were considered different. As mentioned
earlier, analyzes between women’s perceptions and men’s perceptions (e.g., (W , A
x M, A), (W , F x M, F ), (W , M x M, M)) were performed. However, no significant
results were found in any of the comparisons.

Comfort Analysis

Regarding perceived comfort, Table 3.5 shows the percentage of percep-
tual comfort and standard deviation obtained by the participants (all, women, and
men) over the characters (all, female and male, and at all levels of realism) using the
percentages of “No" responses. For all participants, the Comfort charts are shown
in Figure 3.7, for the female characters in Figure 3.7(a) and for the male characters
in Figure 3.7(b). Regarding the perceived data by women, Figure 3.8 shows the
comfort charts for the female and male characters, 3.8(a) and 3.8(b) respectively. In
relation to the data obtained by the responses of men, Figure 3.9 shows the Comfort
charts. In addition, we can observe the X -axis orders of presented charts. The blue
and orange lines represent, respectively, the comfort values obtained in the image
and video analyses.

As in the previous section, a statistical analyses with Wilcoxon signed-rank,
Kruskal-Wallis and Mann-Whitney rank tests were performed. For comfort analysis,
there was also a large amount of tests to be performed (gender participants (2),
gender characters (2), realism levels (3), video or image (2) = 24 in total), and a 5%
level of significance was also used.

Regarding all participants perception: Firstly, with respect to the com-
fort perception of all participants about female characters (A, F ), no significant result
among all groups of realism was found (both in image analysis and in video), that
is, realism did not influence the perceived comfort about female characters. Re-
garding the perception of comfort about male characters (A, M), significant results
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(a) All Participants perceiving Female Char-
acters - (A, F )

(b) All Participants perceiving Male Charac-
ters - (A, M)

Figure 3.7: The figure presents the charts of the perception of Comfort (X -axis) and
Human Likeness (Y -axis), with respect to the female characters (a) and the male
characters (b). The blue and orange lines represent, respectively, the perception of
comfort in image and video.

(a) Women participants perceiving Female
Characters - (W , F )

(b) Women participants perceiving Male
Characters - (W , M)

Figure 3.8: The figure presents the charts of women’s perception of Comfort (X -axis)
and Human Likeness (Y -axis), in relation to the female (a) and male characters (b).
The blue and orange lines represent the perception of comfort in the image and
video, respectively.

were found in the general comparisons of the realism groups in the image (.033) and
video (.032) analysis, showing that, for people, the perceived realism influenced
the perception of comfort about male characters. In separate comparisons be-
tween groups, both in image and video, significant results were also found between
the unrealistic and moderately realistic groups (respectively, .041 and .041), and
between the moderately and very realistic groups (.037 and .018). As shown in Ta-
ble 3.5, both the unrealistic and very realistic male character groups had higher com-
fort percentages than the moderately realistic group. With that, the results show
that people felt more comfortable with characters present in these two groups
(Unrealistic and Very Realistic) than with characters present in the Moderately
realistic group. No significant results were found when images and videos were
compared. Regarding the H06 hypothesis ((A, F ) = (A, M)), both in general ana-
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(a) Men participants perceiving Female
Characters - (M, F )

(b) Men participants perceiving Male Charac-
ters - (M, M)

Figure 3.9: The figure presents the charts of men’s perception of Comfort (X -axis)
on Human Likeness (Y -axis), in relation to the female (a) and male characters (b).
The blue and orange lines represent the perception of comfort in the image and
video, respectively.

lyzes (without separating into groups of realism) and in analyzes dividing characters
into groups of realism, in image and video, no significant results were found.

Regarding the perception of women about all characters (W , A): no
significant results were found in the general comparison of groups of realism (both
in image and video analysis), that is, realism did not influence the comfort perceived
by women over all characters. With this result, no comparisons between groups sep-
arately were performed. No significant results were also found in the comparisons
between image and video. As in the analysis of all characters, the same happened
for female characters (W , F ) and for male (W , M) characters, that is, without sig-
nificant results. Therefore, for both female and male characters, realism did not
influence perceived comfort by women. In addition, no significant results were also
found in the comparisons of comfort in image and video. Regarding the comparison
between female and male characters (H07 hypothesis - (W , F ) = (W , M)), a signifi-
cant result was found when very realistic female and very realistic male characters
in images (.025) were compared. With that, the results show that, in images,
women felt more comfortable with very realistic female characters than very
realistic male characters. This result is in line with Draude’s work [Dra11], that is,
women can be more comfortable with female characters.

Regarding the perception of men, unlike the perception of women about
all characters, significant results were found in images and videos (M, A) in the gen-
eral comparisons of all groups of realism (respectively, .006 and .004). Therefore,
the results show that realism in this case influenced the perception of com-
fort. In the separate comparisons, both in images and videos, significant results
were found in the comparisons between groups of unrealistic and moderately real-
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istic (.011 and .004), and between moderately and very realistic groups (.002 and
.003). So for men, unrealistic and very realistic characters were more comfort-
able than moderately realistic. This result is in line with the empirical review by
Katsyri et al. [KFMT15], which the authors presented a series of work that showed
results of positive perceptual comforts on less realistic characters and more realis-
tic characters, and negative results on moderately realistic characters. In addition,
no significant results were found in the comparisons between images and videos.
With regard to female (M, F ) and male (M, M) characters, no significant results were
found in the general comparisons of the realism groups, that is, having no influence
on perceived comfort, and also no significant result in comparisons between images
and videos. Regarding H08 ((M, F ) = (M, M)), unlike the perception of women, no
significant results were found in the comparisons between female and male charac-
ters. Therefore, for men, the gender of the characters did not influence the percep-
tion of comfort. Regarding H09, which was defined as (W , A) = (M, A), no significant
results were found.

Table 3.5: Percentages of perceptual comfort and standard deviation obtained by
the participants (all, women and men) over the characters (all, female and male) at
different realism levels.

Participant Character Image Image Image Image
Gender Gender Comfort SD Comfort SD Comfort SD Comfort SD
(PGe) (CGe) All Unrealistic Moderately Very

A F 68.15% 28.39% 62.18% 35.56% 32.35% 7.72% 86.05% 9.95%
A M 69.91% 18.05% 86.97% 2.97% 58.15% 18.76% 78.15% 4.44%
W F 68.6% 29.18% 45% 32.52% 57.5% 31.04% 91.5% 1.91%
W M 68.8% 16.84% 73% 12.72% 62.8% 22.16% 76% 5.29%
M F 67.82% 27.90% 80.43% 19.47% 29.95% 5.48% 85.5% 9.82%
M M 70.72% 19.78% 86.95% 0% 58.84% 22.46% 79.71% 3.83%
W A 68.7% 23.19% 59% 25.84% 60.44% 24.79% 84.85% 8.93%
M A 69.27% 23.59% 83.69% 11.85% 48% 22.81% 83.33% 8.27%

Participant Character Video Video Video Video
Gender Gender Comfort SD Comfort SD Comfort SD Comfort SD
(PGe) (CGe) All Unrealistic Moderately Very

A F 68.48% 21.96% 67.22% 30.49% 49.57% 5.94 76.8% 18.58%
A M 65.96% 19.51% 83.61% 0.59% 51.76% 17.18% 77.87% 9.73%
W F 68.8% 23.87% 55% 35.35% 60.5% 24.18% 84% 13.46%
W M 66.4% 18.59% 68% 16.97% 58.8% 22.11% 78% 9.16%
M F 68.26% 21.39% 81.88% 7.17% 43.47% 11.5% 77.68% 16.91%
M M 65.65% 20.73% 84.05% 2.04% 51.01% 19.15% 77.77% 10.17%
W A 67.6% 20.86% 61.5% 23.85% 59.55% 21.55% 81.42% 11.35%
M A 66.95% 20.54% 82.97% 4.48% 48.18% 16.2% 77.71% 13.89%

Uncanny Valley Analysis

Relating with the presented Comfort charts, we can notice that the one in
Figure 3.7(b)(A, M) has the indication of a valley (observe the characters n and k),



75

while in Figure 3.7(a)(A, F ), one can say there are two valleys. As can be seen,
this may have happened because the characters (c) and (h), in Figure 3.7(a), may
be incorrectly positioned in vertical axis. Although the orders are similar in X -axis,
qualitatively the generated curves can be very different, as can be perceived, for
instance, if we compare Figure 3.8(a) and Figure 3.9(a). Observing the charts in
Figures 3.8((W , F )(a) and (W , M)(b)), we can see that only the first seems close
to the UV theory, regarding the expected valley, since the second has several vari-
ations. Unlike such graphs, Figures 3.9(a) and (b) present perceived comfort by
man participants, with respect to perceived comfort of female and male characters,
through curves that resemble the structure of the UV chart [MMK12]. So, assuming
that the valley should exist, in these cases, the results show that men seem
to categorize according to expected with the UV theory. Anyway, the results
also show that men and women could perceive the realism of CG characters
differently.

3.3 Perception of CG Characters From a Skin Color Perspective

The goal of this section is to investigate people’s perceptions about dark
colored skin CG characters already established by various media to try to answer
the question:

• Are comfort and realism similarly perceived in a CG characters with different
skin colors?

As we saw in the previous sections (Figures 3.2 and 3.5, and also in the
work of Flach et al. [FdMM+12, DFH+12]), the dark colored skin characters seem
to be perceived with higher comfort values and lower realism values, in compar-
isons with the characters with white colored skin. Therefore, we raised the following
hypotheses to be studied in this section:

• H010 defining that the UV effect is similar for white and dark colored skin char-
acters, with similar levels of realism. First, to test this hypothesis, we used the
data of white colored skin characters from the Section 3.1. To compare these
results, we recreated the experiment used in the Section 3.1 only with dark
colored skin characters.
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• H011 defines that UV’s effect on different colored skin characters is similar for
people with different racial identifications. By testing this hypothesis, we can
discuss in-group and out-group advantages.

3.3.1 Methodology

The same dataset from Section 3.1 was used, which contains perceptual
data about CG characters from different media. Therefore, only the perceptual data
of CG characters with white skin were used from that dataset. In addition, the partic-
ipants’ perceptions were evaluated with respect to the dark colored skin characters.
Therefore, this section is organized as follows: Section 3.3.1 presents the studied
characters, and Section 3.3.1, presents the questions and the stimuli presented to
the participants.

CG characters With Dark and White Colored Skins

(a) Movie:
The In-
credibles 2

(b) Movie:
Soul

(c) Series:
Arcane

(d) Game:
GTA San
Andreas

(e) Game:
The
Walking
Dead
from Tell-
tale

(f) Movie:
Encanto

(g) Movie:
Spider-
Verse

(h) Movie:
Moana

(i) Game:
True Crime
New York
City

(j) Inter-
net:
Obama’s
Cartoon

(k) Game:
GTA V

(l) Game:
Mortal
Kombat 11

(m)
Game:
Fifa 19

(n) Game:
Call of
Duty
Black Ops
2

(o) Game:
Horizon
Zero
Down

(p) Inter-
net:
MetaHuman
Creator

Figure 3.10: All dark colored skin characters presented in this work.

To test H010 ("defining that the UV effect is similar for white and dark col-
ored skin characters, with similar levels of realism"), the perceptual data from white
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colored skin characters were used from the dataset present in Section 3.1. Re-
member that, concerning skin color and race/ethnicity, it was focus only on visual
attributes; that is, without using narratives and contexts involving the characters in
the media. Therefore, data from six (in Figure 3.1, being CG characters s, q, n, e,
j, and r) of the 22 characters in the dataset were not used. Indeed, the removed
characters (analyzed data) that, in our view, did not have white skin color and char-
acters that we were not sure about their skin color, e.g., Hulk (n) and his green skin
color. Considering the UV theory, these characters removed from the analysis do
not negatively influence the methodology for creating the comfort chart (based on
the UV chart), because the three levels of realism proposed in the work of [KFMT15]
still remain: Unrealistic, Moderately Realistic, and Very Realistic (the characters with
white colored skin can be seen in Figure 3.11(b)).

Regarding the dark colored skin characters, we chosen characters to be
classified in the three levels of realism, as in the group of white colored ones, as
discussed by Katsyri and his colleagues. Figure 3.10 shows the characters with
dark colored skin used in this section. Following the methodology proposed in the
previous sections, we looked for unrealistic characters (they are usually cartoon
characters, for example, characters "a", "b", "f", "g" and "h"), moderately realistic
characters (they are not a cartoon, but they do not have high levels of realism, for
example, "c", "d", "e", "i", "j" and "l"), and very realistic characters ("k", m", "n",
"o" and "p"). However, we needed to follow the methodology presented in the last
sections to reduce differences in comparisons between perceptual data related to
dark and white colored skin characters. As these characters are "public ready",
again, we looked for the characters in Youtube videos, channels with many followers,
and videos with many views that had permission for content transmission3.

Questions and Stimuli

Before asking questions related to the characters, we asked participants
the following demographic questions: i) The first question was "In terms of skin color
and race/ethnicity, do you identify as a person:" with the answer options "Black",
"Indigenous", " Yellow", "Brown", "White", "Other" (with a free text field), and "I do
not want to answer"4. Note: As the previous section did not have the question of
color and race/ethnicity, we did not use such data in the analyzes of H011; ii) "Do

3Still, we invoke the "fair use policy: Copyrighted images reproduced under “fair use policy” for
protected images and videos.

4Those are the official categories of geographic institute used in the census of Brazil
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you identify with the gender:" with the options "Female", "Male", "Nonbinary", "Other"
(with a free text field), and "I do not want to answer"; iii) "Age:" with the options "18
to 20 years old", "21 to 29", "30 to 39", "40 to 49", "50 to 59" and "Over 60"; iv)
"Inform the level of education" with the options "Incomplete high school", "Complete
high school", "Complete higher education", and "Postgraduate".

In the Section 3.1.1, to compare with the work of Flach et al. [FdMM+12,
DFH+12], we asked participants to answer five questions about the characters, for
each image or video. However, in this current section, as we wanted to focus only on
perceived realism and comfort (a possible UV chart related to skin color differences),
we removed the questions that were not the focus. With this, we used only two
questions, as the following: i) Question Q1 (”How realistic is the character") which
the possible answers were ”Unrealistic", ”Moderately realistic", and ”Very realistic",
is a 3-Likert Scale, and responsible for shaping the order of characters in terms of
Realism. That is, each character had a response average between 1-Unrealistic and
3-Very Realistic, and we rank them based on these averages; and ii) Q2 (”Do you
feel some discomfort/strangeness looking at this character?"), which was a ”Yes" or
”No" question. As in the last sections, we used the percentage of "No" answers for
each character, that is, how much comfort was perceived.

We used the same methodology used in the Section 3.1.1 to divided the
characters into two stimulus stages. In the first stage, we presented one image of
each character, while in the second stage, we presented one video. All media were
presented in a random order to avoid bias. The images, videos, and questions were
applied through an online form created with Google Forms and transmitted to vol-
unteer respondents through social networks. We presented a term of commitment
approved by the ethics committee5, where we presented all the possible risks of
the respondent’s participation. The images and videos of the characters have the
same size in the form, approximately 520x520, measured on a 15-inch Full HD 1080
screen. The videos had an average duration of 4.937 seconds and it was focused
on the characters’ faces in both images and videos to avoid body bias.

5Research Ethics Committee of Pontifical Catholic University of Rio Grande do Sul, Brazil - Project
Number: 46571721.6.0000.5336
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3.3.2 Results

The questionnaire was answered by 82 volunteers, from which: 81.7% an-
swered "White", 13.4% answered "Brown", and 4.9% "Black" for the question of
identification with skin color and race/ethnicity. In this case, as we had many more
white participants, we separated the data into white and brown/black (in Brazil, black
and brown people can be grouped into one category [Gom19]) participants as they
declared themselves. In addition, participants were 54.9% women and 41.5% men;
41.1% were between 18 and 20 years old; 48.8% had completed high school at
most. In all statistical analyses, we used 5% of significance level (Factorial ANOVA
test).

This section evaluates the H010 ("defining that the UV effect is similar for
white and dark colored skin characters, with similar levels of realism") and the H02

("defining that the effect of UV on different colored skin characters is similar for peo-
ple with different racial identifications.") hypotheses. So, we compared white colored
skin characters and dark colored skin characters (Figure 3.10) in a UV theory per-
spective, that is, perceptions of realism and comfort.

Analysis of Perceived Realism

In Figure 3.11(a), we can see the ordering of the dark colored skin char-
acters in our work on Realism (horizontal axis). To order the characters, we used
each character’s averages of realism (answers to question Q1) Regarding H010, we
found a significant result in the main effect of Skin Colored feature (F(1, 3214)=22.96
p< .001), in which the average realism of white colored skin characters was 2.049,
and the average of dark colored skin characters was 1.9. With this, we can say that
dark colored skin characters were considered less realistic than the white col-
ored skin characters, so this refutes partially H010 hypothesis because par-
ticipants do not evaluate the realism of black and white colored characters
similarly. The second part of the hypothesis, focused on the perception of comfort,
will be presented in Section 3.3.2.

Regarding H011, we did not find a significant main effect of the Partici-
pant’s Race. Remembering that, as in the previous sections we did not have racial
identification data, we used only the data related to this current section in such anal-
ysis. That is, participants who identified themselves as white versus participants
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(a) Dark Colored Skin Characters

(b) White Colored Skin Characters

Figure 3.11: In a), There are all dark colored skin characters evaluated in this work.
The characters were ordered according to the perceived Realism (Q1 question). The
blue and orange lines represent the comfort percentages (Q2 question) regarding
images and videos, respectively. The dashed line represents 60% of comfort values.
In b) all white colored skin characters from [AMDM21] are illustrated in this work.

who identified themselves as brown/black in relation to dark colored skin characters
(respectively, averages of 1.89 and 1.91). In this case, with this, we cannot refute
the H02, in terms of perceived realism, for two reasons: First, we do not know
the racial identification of the participants related to the white colored skin
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CG characters, and second, we did not find a significant result between the
different racial groups present in our work.

Analysis of Perceived Comfort and UV Theory

Concerning the perceived comfort (Q2 question), the Figure 3.11 also shows
the perception of comfort. Contrary to what happens with white colored characters
(illustrated in Figure 3.11(b)), we can see that the characteristic shape of UV theory
does not appear (Figure 3.11(a)), i.e., the visual aspect of the Valley. Consider-
ing the comfort values, in (a), all dark colored skin characters were above 60%,
whereas in (b), six white colored skin characters had comfort values below 60% for
videos, and five for images. Concerning H010, both for image and video (respec-
tively, F(1, 3214)=212.64 and p< .001, and F(1, 3214)=277.58 and p< .001), we
found significant results in the main effects of Skin Colored feature. The white skin
colored characters had average comfort percentages of 65.07% in the image and
64.65% in the video, while the dark colored skin characters in our work had 87.27%
and 89.55%. Therefore, we can say that dark colored skin characters conveyed
more comfort than white colored skin characters, which fully refutes hypoth-
esis H010 (the evaluation of realism was presented in Section 3.3.2). Looking
the Figure 3.11, we can also say that the UV effect was different for dark col-
ored and white colored skin characters, refuting the H010 hypothesis.

Regarding H011, as well as in the realism analysis, we did not find signif-
icant results. As in the analysis of realism, the values of perceived comfort about
dark colored skin characters were higher for black/brown participants (respectively,
89.73% and 90.62%) than for white participants (86.66% and 89.17%). With this, we
can say that the perception of comfort about dark colored skin characters was
similar for participants with different racial identifications, that is, confirming
the H011 hypothesis. However, we need to point out that this could change if
the sample of the black/brown participants were larger.

3.4 Chapter Considerations

This section discusses the main findings of this chapter, and it is divided
into: Section Discussion about Perception of CG characters in Relation to the Ad-
vances in Technology presents the discussions on the results of Section 3.1; Sec-
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tion Discussion about Perception of CG characters from a Gender Perspective presents
the discussions on the results of Section 3.2; and finally .

3.4.1 Discussion about Perception of CG characters in Relation to the Advances
in Technology

First the findings about the Section 3.1. In relation to perceived realism:

• For ALL characters, all groups of realism are significantly different; and

• Very realistic group from NEW characters is more realistic than very realistic
group from OLD characters

We can conclude that people could perceive the different levels of realism,
and also can assess the difference between the very realistic groups in 2012 and
2020. The recommendation here is that we can invest, if there are resources, to pro-
vide very realistic characters because people will have this qualitative assessment.

Regarding the perceived comfort, comparing ALL, NEW and OLD char-
acters:

• For OLD characters, all subjects, in 2012 and 2020, perceived similar comfort
and it was not impacted by the level of realism, i.e., (O, O) = (O, N), so H01 is
confirmed;

• People evaluated in 2020 felt similar comfort w.r.t ALL characters, as people in
2012 about OLD characters, i.e., (O, O) = (A, N), so H02 is confirmed;

• In 2020, people felt more comfortable with current characters than people in
2012 with characters from 2012 (at that time), i.e., (O, O) < (N, N), so H03 is
refuted;

• In 2020, people felt more comfortable with current characters than with charac-
ters from 2012, i.e., (O, N) < (N, N), so H04 is refuted. Besides, in 2020, peo-
ple felt more comfortable with very realistic characters from 2020 than 2012;
and

• No significant results were found concerning the comparison between comfort
in images and videos, globally and with different levels of realism, in 2012 and
2020, so H05 is confirmed;
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Based on tested evaluations, we can confirm that perceived comfort in
2020 is higher than in 2012 when evaluating OLD and NEW characters. So, de-
signers can invest in more advanced resources to model the characters. However,
it is also interesting to see that the comfort perceived w.r.t. 2012 characters did
not change as a function of time. We can speculate that even if the audience can
perceive the improvement in realism and comfort, OLD likewise characters can still
cause comfort. Hence, designers have a wider range of possibilities, e.g., from ad-
vanced to not so advanced techniques to model the characters, which can be good
news to those designers that do not have many resources. Still regarding the per-
ceived comfort, comparing image and video stimuli:

• For ALL characters, in image analysis, people felt more comfortable with very
realistic and unrealistic characters than with moderately realistic ones. In
videos, people felt more comfortable with unrealistic and very realistic char-
acters than with moderately realistic ones; and

• For NEW characters, in image analysis, people felt more comfortable with very
realistic and unrealistic characters than with moderately realistic characters.
However, only between very realistic and moderate characters a significant
difference exists. In the videos, people were more comfortable with unrealistic
and very realistic characters than with moderately realistic characters.

These results align with expectations of the UV theory in terms of perceived
comfort, being higher in very realistic and unrealistic characters than in moderately
realistic. However, we could not see the expected difference in terms of comfort
obtained in videos and images, as suggested by Mori [MMK12].

The present work also assessed differences between years in perspective
on gender and skin color diversities. Regarding gender, female characters have
had greater growth in perceived realism and comfort over the years (old versus new
technologies) than male characters. In this case, we can hypothesize that newer
technologies may have been more effective in increasing female realism than male
realism. And this may also have an effect on the issue of perceived comfort. In cases
involving skin color between years, both in 2012 and 2020, the perceived comfort in
relation to dark colored skin characters was greater than in relation to white colored
skin characters. In terms of realism, for both the 2012 and 2020 characters, people
in 2020 perceived more realism in white colored skin characters than in dark colored
skin characters. Based on these results, the next section discuss more about gender
and skin color.
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3.4.2 Discussion about Perception of CG characters from a Gender Perspective

Following the results of Section 3.2.2, the levels of realism designers/animators
put in CG characters with binary gender can affect perceived comfort by the audi-
ence. Although some analyzes on women and men, and female and male charac-
ters have not shown significant differences, some data obtained are interesting and
are highlighted in this section.

In general, people felt similarly comfortable with male and female charac-
ters, both in images and videos. But going deeply by analysing women and men
perceptions, we can observe some relevant aspects. Overall, unrealistic and very
realistic characters tend to be more comfortable to people than moderately realistic
characters. In this case, professionals, who are concerned with modeling comfort-
able characters for viewers, need to take into account that moderately realistic (for
example, characters who have flaws in their anthropomorphic levels, such as the
green skin of the hulk, Alita’s big eyes, smiles with disproportionate sizes, among
others) characters can cause discomfort. With regard to all the characters observed
by women, realism did not influence the perceived comfort. In particular, with a sig-
nificant difference, women felt more comfortable when watching very realistic female
characters than male characters. It can indicate that in realistic games, women can
feel more comfortable playing with female characters than with male ones. This re-
sult goes in the same direction as in-group advantages ([GBBM07, EA02, KST+15])
and Social Identity Theory ([TT04, Bro20]), since women and female CG charac-
ters can theoretically be in the same social group. We saw in the previous sections
that technological evolution seems to have affected the perceived comfort of fe-
male characters more than that of male characters. And we can hypothesize that
this may have been beneficial to the result in that it shows that women may feel
more comfortable with very realistic female characters. Furthermore, it is in line with
Draude’s [Dra11] work, which mentioned that women might feel more comfortable
with female CG characters. Unlike women, realism influenced the comfort perceived
by men, being that they felt more comfortable with unrealistic and very realistic char-
acters than with moderately realistic characters, both in image and video. Although
no significant difference was found, men perceived very similar comfort of very real-
istic male and female characters, in images and videos. Therefore, only the results
of women were in agreement with the results of the work of Tinwell et al [TNC13],
which showed that male characters were stranger than female characters. How-
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ever, contrary to this current work, the authors used only few different characters,
and used morphing between levels of realism. Therefore, thinking about products
with high levels of realism (films, games, series, etc.), the industry needs to guar-
antee representation if it wants to attract female audiences, that is, the ideal is to
use female characters. The male audience, on the other hand, does not matter if
the characters are male or female for perceived comfort. In this case, the important
thing is that the characters cannot be moderately realistic.

3.4.3 Discussion about Perception of CG characters from a Skin Color Perspec-
tive

This section discusses some results presented in Section 3.3. Firstly, re-
garding the analyzes involving H010, this work compared the perception of all par-
ticipants from Section 3.1 about white colored skin characters and the perception of
all participants from Section 3.3.1 about dark colored skin characters.

The results showed us some interesting points: the first is that the UV ef-
fect [MMK12] was different for the dark colored skin characters, which conveyed
more comfort and were considered less realistic than the white colored skin char-
acters. These results are in line with those found in comparisons between 2012
and 2020, which also showed more perceived comfort and less realism in relation
to dark colored skin characters, as discussed in Section 3.4.1. These results also
can answer our question "Do characters with dark colored skin cause low or high
sensations of discomfort in human perception?". As a consequence, in terms of UV
theory, the Figure 3.11(a) did not present the expected Valley, i.e., not presenting
characters with lower values of comfort. We can hypothesize at least two situa-
tions that could interfere with human perception causing the high values of comfort
obtained in this work. Firstly, this may be related to rendering and illumination tech-
niques. Kim [KRD+22] mentioned that most CG techniques are focused on VHs
with white colored skin and that dark colored skin VHs often have exaggerated skin
color lighting. Still, according to Kim, techniques such as "translucency and the cor-
responding physical mechanism of subsurface scattering has become synonymous
with human skin in rendering. However, translucency is only the dominant visual
feature of young, white Europeans and fair-skinned East Asians". In this case, the
author still cited several scientific studies on this subject, which involve only exam-
ples of VHs with white skin color, which becomes a scientific bias in creating future
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VHs. In the same line, the observed decrease in perceived realism of dark colored
characters may be related to the theory of Dehumanization [KL22], since "algorithmi-
cally" the main methods were modeled and tested with white colored skin [KRD+22].
So, we can hypothesize that, in their perceptions, the participants did not "human-
ize" the dark colored skin characters, which could indicate an issue with rendering
methods. Therefore, this question needs further study to draw more substantial con-
clusions. While one explanation may be the rendering and illumination techniques,
another possibility can be the extension of human in-group and out-group effects.
However, as this work did not have many participants who considered themselves
black/brown, the work did not achieve significant results in this aspect. Lastly, it is
important to mention why this type of research is relevant for the CG community.
According to Katsyri et al. [KFMT15], the experience we have when we observe an
artificial being is related to human identification. So, our ultimate goal is to contribute
with methodologies that provide more equity and representation in the modeling of
VHs, providing better experiences to users.



4. GENDER BIAS IN TERMS OF GENDER ATTRIBUTION

This chapter aims to carry out analyzes regarding the perception of VHs in
terms of binary and nonbinary genders. In this sense, this chapter is also divided
into four parts: i) Section 4.1 presents a perceptual study which goal is to to assess
people’s perception of genderless VHs. In this case, the section presents a percep-
tual study related to gender bias when people watch a VB; ii) Section 4.2 presents
a perceptual study which goal is to assess gender bias when people interact with a
VB; iii) Section 4.3, as in the Section 4.1, presents a perceptual study which goal is
to assess people’s perception of genderless VHs. However, in this case, the section
presents a perceptual study related to gender bias when people watch an adult VH;
iv) And finally, Section 4.4 presents the discussions of the results presented in the
other three sections.

4.1 Gender Bias in Relation to Observing VBs

As mentioned in the previous section, so far, only characters with female
and male characteristics were mentioned, but what about when the VHs do not have
a defined gender (i.e., androgynous, nonbinary, genderless VHs). Draude [Dra11]
made an analogy, stating that Alan Turing’s Imitation Game [Tur09] has the potential
to deconstruct gender through Computer Science, that is, without gender stereo-
types. This game was proposed by Turing in his work “Computing Machinery and
Intelligence” [Tur09] to try to answer the question “Can machines think?”. In this
case, the Turing test challenges the ability of a computer to engage in possible
human-like conversations. In the game, Turing proposes that three people play,
being a man (A), a woman (B) and a third person (C). This third person was the
investigator, who can be of either sex, stays in a separate room from the other two,
and has the objective of trying to identify the gender of the first two. In addition, the
interrogator knows the other two participants by the labels X and Y, and at the end
of the game it is necessary to say who is A and who is B. The woman had a specific
role in the game, which was to be the interrogator’s assistant. The role of the man in
the game was to try to make the interrogator have wrong answers about the identi-
fications. With that, Turing suggested that the woman be sincere in carrying out her
role. However, as the man needed to perform his function, then he could claim to be
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a woman. Therefore, both the woman and the man needed to argue with the inter-
rogator that they are women. Turing then suggested replacing the original question,
”Can machines think?”, by the question, ”What will happen when a machine takes
the part of A in this game?” With that, Turing proposed that a machine should be
a man, indicating that it was easier for the male machine to imitate a woman than
to propose a female machine. According to Draude [Dra11], this suggestion caused
the game to become a gender-biased game. Thus, from the perspective of the third
actor (the interrogator), even with a gender bias, the author stated that there was
potential for gender deconstruction, since the machine is essentially genderless. In
this line of thinking, gender is a subject of examination explored in the studies of
Scott [Sco07] and Wallach [Wal10], and is intertwined with social and cultural con-
structs regarding roles assigned to women and men. So, in other words, a machine
is born essentially without an assigned gender, and the person who assigns it a
gender is its creator. With that, what about virtual humans? Is there this potential
for gender deconstruction in a genderless virtual human?

There are several games in which the player can choose the design of a
VH, such as gender, race, face and body characteristics, clothes, among others 1 2.
Through data obtained in these games it is possible to measure patterns of player
choices. In one example, the role-playing game developer Larian Studios used anal-
ysis tools to learn the most popular choice of character created in their Baldur’s Gate
game 3. In this game, there are several characteristics that can be modeled from an
adult character with no defined gender, however, the results showed that the most
created type was a male character. The preference to attribute a non-gendered
character into a male character can be a problem of gender bias that is rooted in
human culture. However, the characters are adults in these games, but what if the
VH was not an adult humanoid? As mentioned in previous paragraphs, there are
more male main characters in games, meaning this is still fueled by the gaming
industry. In the movies industry, specifically when we talk about cartoons, female
characters are usually more stereotyped [GAHH19] both in terms of visuals 4 and
movement (facial and body emotions, among others). This makes it necessary to
exaggerate the design of female characters for the public to recognize them. But are
these exaggerations really necessary for the attribution of a female VH?

1https://twinfinite.net/2018/08/games-nailed-character-creation-systems/
2https://starloopstudios.com/character-design-in-video-games-types-classes-and-characteristics/
3https://www.avclub.com/baldurs-gate-3-developers-reveal-baldurs-gate-3-players-1845331378
4https://thedissolve.com/news/655-disney-animator-says-women-are-hard-to-draw-becaus/
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We can also relate these findings to studies that showed that people tend to
have an advantage in attributes categorization of perception among groups to which
they belong, as in-group advantages, as mentioned in studies of [EA02, KST+15]. As
discussed in the work of [AMRM19], this type of advantage also extends to gender,
which states that women tend to identify better emotions expressed by other women.
In examples involving gender attribution, studies by [ZHRM15, HAJK04] have shown
that it may be easier for participants to identify the gender of opposite-sex actors
presented in an incongruent model (e.g., a VH without gender stereotypes). In the
case of VHs, the work by [GBBM07] showed that both women and men presented in-
group advantages when evaluating persuasive speeches by female and male VHs.
For example, when assessing the attitude of VHs with the same animations, women
evaluated that a female VH had more attitude than a male VH, while men evaluated
the opposite.

To eliminate substantial evidence of biases [DSKP22, KRD+22], when in-
corporating gender into the design of VHs, it is crucial for professionals such as
designers, programmers, and researchers to eradicate their own gender biases to
deconstruct gender stereotypes [GFGW+23]. Moreover, they should consider the
diversity of the audience’s gender identities and experiences, visually and behav-
iorally [MJH+07, MJH+09], to create inclusive and representative VHs. In the study
conducted by Armando et al. [AOR22], the authors posed the following question (a
question similar to what was said by Turing [Tur09] and by Draude [Dra11]): "Can An-
drogynous Virtual Agents be a Potential Solution to Combat Gender Stereotypes?"
Additionally, the authors extended this question to include genderless VHs. There-
fore, this current section aims to try to answer the following questions:

• How do people perceive genderless VHs?

• Does this change with respect to participant gender?

• Do we have a bias to perceptive gender?

To try to answer these questions, this section replicates and expands the
work of Condry and Condry [CC76], in which the authors measured the perception
of men and women about a video containing a real baby reacting to different stimuli.
The authors separated the participants into two groups, one receiving the video of
the baby with a male name and the other receiving the video of the baby with a
female name, but the baby was always the same, that is, only changing the name.
Therefore, people in different groups received the same video of the baby, but only
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changing the baby’s name (female and male). In addition, the authors also asked
the participants whether or not they were familiar with young children. The results
showed that women who were familiar with babies perceived more emotions in the
baby with a female name, while men perceived more emotions in the baby with a
male name. In other words, there were in-group advantages for both the women’s
and men’s groups. The research showed a gender bias in a non-adult human (a
baby) being who does not have female or male stereotypes. So this means that
people’s perception is influenced by the gender characteristic, even if that charac-
teristic is just the identification of the gender or the name. Remembering, in the
experiment, the baby was always the same for all groups of people, only the name
and gender were changed for each of the groups. With that, the idea is to replicate
Condry and Condry’s experiment using a Virtual Baby (VB), and expand the exper-
iment by having a group of people who will receive an unnamed baby (in addition
to the other two groups that will receive the baby with a female and male name).
Therefore, to help answer these questions, the following hypotheses were created:

• H012 defining that women and men perceive emotions similarly in female, male
and unnamed VBs;

• H013 defining that the unnamed VB is recognized as genderless;

This section is divided into Section 4.1.1, which presents the methodology,
and Section 4.1.2, which presents the results. Furthermore, two important observa-
tions are made to prevent any confusion throughout the next sections:

i) When referring to the ”gender attribution feature", we are specifically ad-
dressing the gender attribution made by the participants about the VHs they encoun-
tered in the study. This feature focuses on the perceptions and interpretations of the
participants regarding the gender of the VHs.

ii) When mentioning "Textually Assigned Gender," we are specifically refer-
ring to the genders that have been assigned to the VHs based on their names or
textual descriptions.

By providing these clarifications, we aim to ensure a clear and consistent
understanding of the terminology and concepts used in the work.
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4.1.1 Methodology

This methodology of this part of the work is divided into: Section Creation
of Stimuli presents the creation of stimuli used in this part of the work; and the
Section Questionnaire presents the proposed questionnaire.

Creation of Stimuli

In order to answer the hypothesis H012 and H013, the experiment of Condry
and Condry [CC76] using a VB was recreated. First, explaining Condry and Condry’s
experiment, the authors presented to participants a video of a real 9-month-old baby
sitting in a baby chair facing a mirror (with a camera mounted behind the mirror) re-
acting to four stimuli (the teddy bear, a jack-in-the-box, a doll, and a buzzer). The
baby had neutral clothes to avoid gender stereotypes. Then, the authors separated
the participants into two groups, with a group receiving the baby with a female name,
and the other group receiving the baby with a male name. Thus, the authors asked
the participants to use predefined scales to assess the baby’s emotional in relation
to the four stimuli presented. The main goals of the authors were to know whether
the baby’s gender influenced the perception of emotional levels and the gender at-
tribution.

In our work, we used a 3D model of a VB purchased on website 5 to repli-
cate the work of Condry and Condry [CC76] in the virtual environment. The model
had animations of crawling, walking and playing with a ball (which was an animation
where the baby interacts with a ball). In addition to the model, it was necessary to
have objects that the VB could interact with. In the work by Condry and Condry, the
authors reported that the baby reacted positively (smiled, laughed, reached out) to
the teddy bear and the doll, and reacted negatively (turned away, stared, cried) to the
other two objects. Three stimulus objects were used for our VB to interact. Firstly,
the animation of the VB playing with a ball, which in our hypothesis was perceived
as a positive reaction from the baby. Secondly, the possible negative reaction was
hypothetically created using the same object as in the original work, i.e., a virtual
model of a jack-in-the-box 6, which contains an animation of "Jack" jumping out of
the box and back into the box. The crawl animation was used for the VB to reach the
jack-in-the-box, and a simple facial animation (mouths opened as in a surprise facial

5https://www.cgtrader.com/3d-models/character/child/game-ready-baby
6https://www.blendswap.com/blend/27680
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expression) was created (using the facial blendshapes of the baby). Regarding a
object that caused a hypothetically neutral reaction, a 3D model of a colored uni-
corn7 was used, and the VB’s reaction was to crawl in the opposite direction to the
unicorn (without interest). Furthermore, this object was also chosen because it was
also necessary to have a stereotyped object associated with the non-masculine,
for example, like the doll in the original paper. Bearing in mind that, even though
the non-male stereotyped object (colored unicorn) and the male stereotyped object
(ball) were used to cause, respectively, neutral and positive reactions to the VH, the
goal was centered on analyzing whether the VH’s defined gender would influence
the people’s perception, not whether the stereotype of the object would cause the
influence. The objects used in this work can be seen in Figure 4.1.

(a) Ball (b) Unicorn

(c) Jack-in-the-box

Figure 4.1: Environment and three objects that the baby interacts with: (a) the baby
plays with the ball; (b) the baby crawls in a direction opposite to the unicorn; (c) the
baby has a negative emotion seeing Jack jump out of the box (Jack-in-the-box).

Three videos as stimuli were created, each video for each object (ball, jack-
in-the-box, unicorn), to present to the research participants. For all videos, a virtual
scenario was created in which it was possible to apply the reactions of the VB to
the objects (explained in the previous paragraph). The set contained a room which
has a table, a sofa, an armchair, a curtain, an open window showing the sky with
clouds, and a wooden floor (all of these objects in the set were obtained from the

7https://free3d.com/3d-model/unicorn-doll-772526.html
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internet). The scenario can be seen in Figure 4.1. The camera always remains in the
same position, that is, pointed at the window. At the beginning of the videos, the VB
always starts facing the camera and objects, and with his back to the window. Also,
the baby never leaves the camera view, and the only object that moves is the ball, as
the baby makes it move in the animation. The videos were between 0.06 and 0.19
seconds, and were sent to YouTube to be added to the questionnaire (explained in
the next section).

Questionnaire

The questionnaire was also based on the work of Condry and Condry [CC76].
First, the participants were presented with the consent form approved by the Ethics
Committee of Pontifical Catholic University of Rio Grande do Sul (CEP), referring to
the research project entitled "Estudos e Avaliações da Percepção Humana em Per-
sonagens e Multidões Virtuais", number 46571721.6.0000.5336. Therefore, partici-
pants were informed of potential risks. In addition, the questionnaire was created on
the Qualtrics platform 8, distributed on social networks, and without financial com-
pensation, that is, participants were volunteers. Participants were also asked about
their demographics: age, educational level, gender, and familiarity with CG (games,
movies, simulations, among other examples).

After this, three types of questionnaire were created, one containing the
baby with a female name, one containing the baby with a male name, and one con-
taining the baby without a name. We randomly selected one of the questionnaires
for each participant. Both the female and male names were presented in an intro-
ductory text block9, which presented the baby with the name and gender (no name
and gender in the unnamed group), and stating then the gender and age (9-month-
old) of the VB. While in the work by Condry and Condry, the authors created only
two groups of questionnaires, one containing the baby with a female name and the
other with a male name. Our work had one more group, the group with the unnamed
baby, in order to test the H013 hypothesis, that is, to assess whether people perceive
that an unnamed baby does not have a defined gender.

After this step, the participants received an informed text about the videos
and questions that would follow. As in the work by Condry and Condry, this present
work also used emotional rating scales. For each video, the participants were in-

8https://www.qualtrics.com/pt-br/
9We chose two popular names: Helena and Miguel.
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structed to rate, on 11-Likert Scales (as in the original study), the pleasure, anger,
and fear felt by the baby. If the participant noticed that an emotion did not appear
in the video, then he was instructed to score the lowest value on the scale (with 0
= "Absence of Emotion"), and the highest value if the emotion appeared as much
as possible (with 10 = "High Intensity"). This block of questions is intended to help
test hypothesis H012, and it provides a 2 (Women and Men responses) x 3 (Ball,
Jack-in-the-box, and Unicorn) x 3 (Pleasure, Anger, Fear) x 3 (Female name, Male
name, and Unnamed VB) design structure.

Finally, three questions about name, age and gender were asked to the
participants (also based on the work of Condry and Condry). However, only the
question "What was the baby’s gender?" is evaluated in this work, with "Female",
"Male", "Other", and "I do not know" as possible answers, as it aimed to test hypoth-
esis H013. This step was 2 (Women and Men responses) x 3 videos x 3 (questions
about name, age, and gender) x 3 (Female name, Male name, and Unnamed).

4.1.2 Results

The questionnaire was answered by 148 volunteers, being 79 women (25
received the female name baby, the male name had 24, and the unnamed had 30),
66 men (23 in female name, 23 in male name, and 20 in unnamed group) and
three people who chose another option. 10 Regarding age, from 145, 105 people
were younger than 36 years old. About education, 105 people completed under-
graduate studies. 130 responded that they were familiar with CG. In the statistical
analyses1112, we used the nonparametric tests: Kruskal-Wallis, Mann-Whitney, and
Chi-Square, with 5% of significance.

Explaining the results related to hypothesis H012, Table 4.1 presents the
averages of the emotional rating scales (11-Likert Scales) for all videos (Ball, Uni-
corn, and Jack-in-the-box). The columns represent the separate emotional scales
(Pleasure, Anger, and Fear), and all emotions together13. The first four data columns
refer to the answers of the participants who received the VB with the female name,
followed by the VB with the male name, and the unnamed baby. Therefore, the first
lines refer to women’s answers, and the last lines refer to men’s answers.

10We removed these three participants because this group was very small.
11https://www.statsmodels.org/dev/index.html
12https://docs.scipy.org/doc/scipy/index.html
13Note: The global analysis of emotions was also based in the cited paper.

https://www.statsmodels.org/dev/index.html
https://docs.scipy.org/doc/scipy/index.html
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Table 4.1: Table of results referring to the averages of emotional rating scales.
The first four data columns correspond to the responses of the participants who
received the questionnaire containing the baby with a female name, followed by
the columns of the groups that received male, and unnamed names. In addition,
”Avg Videos” states the average emotional rate value of the three videos together
(Ball+Unicorn+Jack-in-the-box), and ”Avg Emotions” presents the average value of
all emotions together (Pleasure+Anger+Fear). The first three lines refer to women’s
data, and the last three refer to men’s data.

Women
Female Name Male Name Unnamed

Stimuli Pleasure Anger Fear Avg Emotions Pleasure Anger Fear Avg Emotions Pleasure Anger Fear Avg Emotions
Avg Videos 5.18 0.98 1.65 2.60 4.40 0.66 1.38 2.15 3.51 0.84 1.44 1.93

Men
Female Name Male Name Unnamed

Stimuli Pleasure Anger Fear Avg Emotions Pleasure Anger Fear Avg Emotions Pleasure Anger Fear Avg Emotions
Avg Videos 4.34 0.54 0.98 1.96 4.94 1.04 1.85 2.61 5.11 0.88 2.03 2.67

Concerning women population, in general, the emotional perception was
higher for the baby with a female name than for the other groups. We found signif-
icantly different values in pleasure (.006) and global analysis (Avg Emotions) (.03).
Furthermore, using a Dunn test as a post hoc with a Bonferroni correction, the
women’s perception of emotion (.03) and pleasure (.004) had the most significant
difference in the comparison between the group that received the female name and
the group that received the unnamed baby. Therefore, we can say that the women
perceived that the baby with a female name was more emotional, in general,
and felt more pleasure than the baby with a male name and the unnamed baby.
About the results of men, the opposite happened, i.e., in most cases, the average
values were lower for participants who received the VB with a female name. The
p-values were significant in fear and in relation to all emotions ”Avg Emotions” (.01).
Regarding the post hoc, in the perception of all emotions (.01) and in the perception
of fear (.03), the most different groups were the ones who received the groups of
female and male names. Therefore, we can say that the men perceived both the
baby with a male name and unnamed as more emotional and feeling more fear
than the female named baby. In general, it was more evident when we com-
pared men’s perceptions of the baby with male and female names. Bearing in
mind that the baby is the same for both women and men groups, only the name was
changed. Comparing women and men, regarding emotions in general, we found
significant values in the three groups (.006, .01, .01, respectively for female, male
names, and unnamed). With this, we can say that in relation to H012, women per-
ceived more emotion in the babies with a female name than men, and men
perceived more emotion in the babies with a male name and unnamed than
women.
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In relation to the gender attribution, when the baby was not assigned a
gender, 18 women (60% from the total) and 11 men (55%) responded that the baby
was male. We compared the correct answers, i.e., "female" for who received the
female name (88% for women and 86.95% for men), "male" for the male name
(91.66% for women and 100% for men), and "Other"/"I do not know" for without name
(30% for both, women and men). We found no significant results, that is, women
and men were similar in the gender attribution, they attributed according to
gender when the babies were assigned a gender (female and male names),
and did not attribute according to gender in a similar way when the baby was
not assigned a gender (unnamed baby). In relation to H013, even if the baby
does not have visual/behavioral gender stereotypes, people will still point out
that it is male.

4.2 Gender Bias Regarding Interaction with VBs

In the last sections, we presented videos of a gender-neutral VB reacting
to some toys to three different participant groups, with the aim of reproducing a
study on gender bias in the psychology literature (that is, the work of Condry and
Condry [CC76]). We assigned a distinct gender to the VB by providing a name for
two groups (one group received a female name, another group had a male name),
and a third group watched the VB without any assigned name. However, we only
relied on participants’ observations while watching a movie and did not test their
perception of how they feel if they could interact with the VB. Therefore, there is ev-
idence in the literature that adults carry their gender biases when interacting with
infants [SKZ75, SL80, WSD76, SL78]. For instance, in the study by Seavey et
al. [SKZ75], the authors conducted a study similar to the Condry and Condry [CC76]
study but included interactions between infants and adults. One of the results indi-
cated that participants tended to choose more "feminine perceived toys" when the
baby had a female name. So, this current section aims to try to answer the following
question:

• Would the gender-based preference also emerge when interacting with a gen-
derless VB?

With this, the main goals of this section are: i) to assess whether partici-
pants’ perception changes as a function of interaction in 3D environments, i.e., com-
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paring watching videos of VBs versus interacting with them. These analyzes are
important to measure the interaction between humans and genderless machines
(that is, VHs). As in Section 4.1, this current section is in line with what was stated
by Draude that genderless machines have the potential to deconstruct gender, or
combat gender stereotypes as stated by Armando et al. [AOR22]; and ii) to assess
whether gender-biased behaviors of psychology literature in the interaction between
infants and adults also occur in interactive virtual environments.

Then, we raised the following hypotheses:

• H014: People perceive emotions similarly in VBs with different genders:

H014−1 Only in interactive environments.

H014−2 Comparing interactive with video setups.

• H015: People attribute gender similarly to VBs with different genders:

H015−1 Only in interactive environments.

H015−2 Comparing interactive with video setups.

• H016: People interact (toy choices, emotional reactions, and proximity) simi-
larly with VBs.

To test these hypotheses, we based on the work did in Section 4.1, but
considering a 3D interactive environment. Drawing on previous literature exploring
adult-infant interaction, we asked participants to play with a VB using toys within an
interactive environment. Therefore, we chose some types of interactions used in
the literature, such as choosing a toy for the baby, the participant’s emotional reac-
tion towards the baby, and the participant’s movement around the baby in the virtual
environment. Regarding the participant’s movement, we also tried to measure this
attribute due to the fact that in several studies involving virtual environments, both
the gender of the participant and the gender of the VH can influence proximity involv-
ing Virtual Reality (VR) [ZNO+22], perception of facial characteristics [GFGW+23],
perception of emotions [ZHRM13], perception of movement [ZNO+20b], and oth-
ers. As far as we know, this is the first time this kind of active interaction has been
proposed to evaluate human gender bias and compare it with real life.
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4.2.1 Methodology

Our experiment consisted of interactions between participants and a VB
in a 3D virtual environment accessed through web browsers. The participants ac-
cessed the application link through a form in which they answered questions after
the interaction. The following sections detail our methodology.

Stimuli Creation: Baby and Toy Animations

We used the same 3D VB model (purchased14) used in our last sections,
and also its animations, the toys (Ball, Unicorn15, Jack-in-the-box16), etc. The three
virtual toys were hypothetically linked as female (pink Unicorn), male (Ball), and
neutral (Jack-in-the-box) toys. For example, the ball was used as a male toy in most
of the studies cited above, and the Jack-in-the-box is a toy that was used to evoke
surprise in the VB, regardless of the baby’s gender. Concerning the unicorn, to
reinforce a possible female bias, we changed the original body color of the unicorn
from white to pink. Furthermore, if we search for toys for boys and colors for girls
on the internet, in most cases we can find that ball is assigned as a boy’s toy and
pink is assigned as a girl’s color. However, we know that this may be a limitation
of our work, where in the future we could carry out studies with different toys for
different genders. The VB, the three toys, and the virtual environment can be seen
in Figure 4.2. Respectively, the ball in (b), the unicorn in (c), and the Jack-in-the-box
in (d). Therefore, as we have already said in the previous sections, in relation to the
VB, there was no visual indication (accessories, clothes, etc.) that would relate it to
any gender.

In the interactive environment, the VB always started from an idle anima-
tion (as shown in Figure 4.2(a), remained seated looking at both sides of the virtual
room), and returned to the idle animation. In addition, we had the three animations
where the VB plays with the toys. Figures 4.2(b), (c), and (d) respectively show
frames of the animations referring to the ball (the VB could play with the ball - ani-
mation time = 30 seconds), a unicorn (the VB could crawl in an opposite direction
- animation time = 12 seconds), and Jack-in-the-box (the VB could crawl towards
Jack and open the mouth - animation time = 14 seconds).

14https://www.cgtrader.com/3d-models/character/child/game-ready-baby
15https://free3d.com/3d-model/unicorn-doll-772526.html
16https://www.blendswap.com/blend/27680
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Participant’s Actions

(a) VB in Idle Animation (b) VB interacting with the Ball

(c) VB interacting with the Unicorn (d) VB interacting with the Jack-in-the-box

Figure 4.2: VB actions (Idle (a), Interactions with Toys - Ball (b), Unicorn (c) and
Jack-in-the-box (d)) and the 3D interactive virtual environment.

(a) Positive Emoji (b) Other position of the participant

Figure 4.3: The participant’s possible actions that appear on the screen (buttons for
choosing toys and emojis; clock with interaction time; and indications through figures
of keyboard and mouse buttons on how to move around the environment). In (a),
an example of choosing a positive emoji (representing a positive emotion felt by the
participant during the specific moment of the interaction). In (b), the example of the
participant in another position of the virtual environment, looking at the VB through
another angle.

As in the studies presented in literature, we decided to analyze the interac-
tions (actions) of the participants with the VB for three minutes. The choice of inter-
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action time was based on the studies by Seavey et al. [SKZ75] and Sidorowicz and
Lunney [SL80], and on the fact that a longer time could be exhausting for the partic-
ipants, who would still need to answer a questionnaire after the interaction. Partici-
pants always started the experiment facing the baby, as shown in Figure 4.2(a). In
the upper right corner of the screen, participants could see a timer that indicated the
interaction time (three minutes of interaction). So, there were three possible actions
from the participants:

• Baby Toys (Toy Choice): With a click of the left mouse button on top of the
toy figures (on the right of the interface), participants could choose one of the
three toys, as many times as they wanted, during the interaction, as shown
in Figure 4.2 in (b), (c), (d). However, one toy could be chosen at a time.
After the participant chose a toy, the animation related to that toy started, and
the other two toys could not be chosen until the animation ended (as shown
in Figure 4.3(a)). So, we can assess whether the gender of the participant
influences the choice of the toy (for example, women choosing the unicorn
more than the ball);

• Participant Emotion (Reaction with Emojis): With a click of the left mouse
button on top of the emoji figures, participants could also choose positive,
negative, and neutral emojis to represent what they were feeling during the
experiment. In the studies in the literature shown in Chapter 2, the authors
recorded or observed participants’ facial emotions during interactions with real
babies. In our case, we used emojis as resources because we were limited
to an experiment in which we had no way to record the participants’ facial ex-
pressions. When the participant chose an emoji, it appeared at the bottom of
the screen and its position was animated vertically on the screen (as shown
in Figure 4.3(a)) until it disappeared on the top of the screen. The participant
could not choose another emoji until it disappeared from the screen. Thus, we
can evaluate the participants’ emotional reactions during the experiment and
if the gender of the participant and VB interfere with these reactions.

• Participant Movement in the 3D virtual world: As we can see in the upper
left corner of the screens in Figures 4.2 and 4.3, we added visual indications
of how participants could move around the virtual environment. The partici-
pants could rotate the camera in the X and Y axes by pressing the left mouse
button. To avoid the participants’ dizziness, we limited the rotation in the X
axis to 30 degrees up and down. Participants could use the keyboard’s up



101

and down arrow keys to move forward and backward along the Z axis. Fig-
ures 4.3(a) and (b) show the participant’s camera in different positions and
angles. We chose these possible actions so participants could freely move
and look at the 3D virtual environment, since in the studies we used as a basis
([SKZ75, SL80, Gre89]), adults could also move freely in the environment to
interact with babies. With the participant’s movement during the interaction,
we can also assess whether user proximity is influenced by both the partic-
ipant’s gender and the gender of the VB. Indeed, as shown in the work of
Greeno [Gre89], the proximity between the participant and a baby can vary
depending on the gender of both. So, we evaluated the interaction time (i.e.,
relative to the three minutes) that participants spent in four Hall’s [Hal66] prox-
emics/space distances of the VB. The distances are: i) Public - more than 3.65
meters; ii) Social - 1.21 to 3.65 meters; iii) Personal - 0.76 to 1.21 meters; and
iv) 0 to 0.76 cm. Furthermore, the Hall Distance is a measurement widely used
in experiments with VR, so it makes sense to use it in our 3D interactions.

Experiment Setup

We used three technologies to create the experiment: Unity engine to de-
velop the 3D virtual environment, Unity WebGL to run the environment on Internet
browsers, and Firebase 17 Realtime Database to save the actions of each partici-
pant. The use of the project through Unity WebGL was due to trying to get more
responses from participants by keeping the application available on the web. We
used all the default object textures compatible with WebGL and closed the curtain
in the window to avoid showing the blue sky outside the virtual room. We generated
a WebGL file containing the virtual environment and hosted it on the Web through
Itch.io 18, which is a platform that allows running Web files generated by Unity. This
platform also allows other people to access the generated executable file. At Itch.io,
we scaled the experiment viewport so that participants were limited to interacting on
an 840x560 screen. As soon as the participant finished the three minutes of interac-
tion with the VB in the virtual environment, the data of the participant’s actions were
automatically sent to the Firebase, which generated a Json file containing the data.
Firebase is a set of back-end cloud computing services and application development
platforms provided by Google. Unfortunately, as a limitation of our work, only people

17https://firebase.google.com/
18https://itch.io/
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using Windows and MacOS could participate in the experiment because only these
two platforms are compatible with Unity’s WebGL.

Questionnaire

The online questionnaire was created on the Qualtrics platform and dis-
tributed to volunteers through social media (Instagram, LinkedIn, Discord, What-
sApp) and institutional emails. First, we presented the consent form approved by by
the Ethics Committee of Pontifical Catholic University of Rio Grande do Sul (CEP),
referring to the research project entitled "Estudos e Avaliações da Percepção Hu-
mana em Personagens e Multidões Virtuais", number 46571721.6.0000.5336. Par-
ticipants’ Demographic information, such as age, gender, educational level, and a
question regarding CG familiarity was also collected.

Furthermore, we introduced a concise yet informative text outlining our re-
search’s purpose. This text served as a means for participants to understand the
study’s objective, which involved evaluating their interactions with a VB (9-month-
old) over a three-minute period. We also randomly (through the Qualtrics system)
divided the participants into three groups, and each of the groups received, in addi-
tion to the initial text, the name of the VB. That is, one group received information
about a VB with female name (Helena), one group received information about a VB
with male name (Miguel), and the last group did not receive a name. Since a partic-
ipant could withdraw from responding/participating in the study at any time, we did
not control exactly the number of participants in each group of users. Before send-
ing the participants the link to the 3D virtual environment, they also read information
about the possible actions they could take during the experiment through a simple
tutorial. As in the initial text, we informed the participants again that they would help
a VB play with some toys and were free to do this through their possible actions
(through images, showing examples of keyboard and mouse button options). So,
firstly, we used images of the environment to show examples, followed by texts men-
tioning that they could choose toys to play with the VB, react emotionally, and move
freely in the 3D virtual environment. Regarding the possible actions, we showed
figures highlighting how to choose toys and reactions through emojis, such as the
interface elements on the right Figure 4.2(a - ”Baby Toys" and ”Your Emotion"). In
addition, as shown in the left corner of Figure 4.2(a - movement with mouse and
keyboard), we also informed how the participants move and rotate the camera in the
virtual environment. Next, to confirm the information was important, we asked the



103

participants if they had read the instructions (Yes or No question). If the answer was
affirmative, the participant received the link; otherwise, they remained on the ques-
tion page until they answered ”Yes”. Once participants accessed the environment
link, they could start the interaction by pressing the play button.

After the three-minute interaction, a screen with text appeared to the par-
ticipants, informing them that they needed to access the form to answer some ques-
tions regarding VB. In the questionnaire, they were informed that their task was to
classify the perceived emotion intensity of the VB concerning the three toys in three
emotional dimensions. Therefore, as in the experiment involving only videos of the
VB (presented in Section 4.1), they evaluated through an 11-Likert Scale (0 = No
emotion; 10 = High Intensity) how much pleasure, anger, and fear the baby felt about
each of the three toys. We also state that if the VB expressed only one emotion, e.g.,
only anger, during action with a toy, then the intensity of the other emotions could be
evaluated with zero. In addition, we also advised that participants were not asked
about emotions about toys they did not choose during the interaction. After partici-
pants rated the VB’s emotional intensities, we asked, "What was the VB’s gender?".
Possible responses were "Female", "Male", "Other" (with open text field - No partici-
pant responded to this text field), and "I don’t know". This question aimed to assess
gender attribution (H015).

4.2.2 Results

Our questionnaire was answered by 63 volunteers. Twenty-eight answered
female/women in gender question (8 received the female name baby, the male name
5, and the unnamed had 15), and 35 answered male/men (13 received a female
name, 14 a male name, and 8 received an unnamed baby). Thirty-four people were
between 25 to 35 years old. 54 people completed undergraduate studies. 58 re-
sponded that they were familiar with CG. The number of participants was irregular
between groups due to factors such as withdrawal during the questionnaire. There-
fore, we cut these participants from the analyses.

In this section, we compared the results between interactive VB and VB
presented in videos, both about the evaluations of the Emotional Scales (pleasure,
anger, fear, and emotions in general) and Gender Attribution. The statistical anal-
yses performed were a factorial ANOVA 2 (Participant Gender - Women and Men)
x 3 (Baby Name - Female, Male, and Unnamed) to evaluate our results and a non-
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parametric approach through Mann-Whitney U test to compare interactive VB and
VB presented in videos, considering significance levels of 5%. We used G*Power
software 19 to assess the effect size of ANOVA using our number of participants
(63). The effect size (n2) was 0.4 (F -value(2, 6)=3.15), indicating a large effect; con-
sequently, the significant values to our results should be greater than this F -value.
In addition, we tested possible variations using the Bartlett test (homoscedasticity)
and post-hoc tests using the Tukey HSD or the Tamhane tests.

Emotional Scales Analysis

Regarding H014 (People perceive emotions similarly in VBs with different
genders), in relation to interactive environments (H014−1), we did not find any sig-
nificant results for either Participant’s Gender, Baby’s Gender, or interaction effects
between these variables. As shown in the chart on the right of Figure 4.4, women
(blue line) perceived more emotions on average made by the VB with male name
than by female named and Unnamed VBs. They also perceived more emotions
made by male VB than men (red line). While men also thought male VB had more
emotions than female VB. However, not rejecting H014−1, we can say that peo-
ple perceived emotions similarly in VBs with different genders in interactive
environments.

Concerning H014−2 (Comparing interactive with video setups.), first, we
look at values globally before separating into women and men. We found a sig-
nificant result when comparing the general averages related to interactive VB and
VB presented in videos (Stats=409859.0 and p< .001), showing that participants
in the interactive experiment perceived more emotions in the VB (AVG=2.78) than
participants who only saw VB in videos (AVG=2.29). We also found a significant
result in the comparison between participants who received the VB with male name
(Stats=41394.0 and p=.003). This showed that the participants who received the
interactive VB with male name (AVG=3.16) perceived more emotions than the par-
ticipants who only saw the male VB’s videos (AVG=2.37).

Regarding participant gender, we found three significant results only in the
data related to women. In the general comparison between women who interacted
and who only watched VBs in general (Stats=100968.5 and p=.001, respectively,
AVGs of 2.89 and 2.21), and also VBs with male name (Stats=6173.0 and p=.001,

19https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-
arbeitspsychologie/gpower
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respectively, AVGs of 3.71 and 2.15) and unnamed VBs (Stats=20677.0 and p=.01,
respectively, AVGs of 2.66 and 1.93), women perceived more emotions in interactive
VB than in video VB. Looking at the two charts in Figure 4.4 (on the left there are
the results with video and on the right with interaction), in all cases, both women
and men rated more emotions in interactive VBs (respectively for female, male and
unnamed). In general, rejecting H014−2, we can say that people who interacted
with VB perceived more emotions than people who only watched VB in videos.
This becomes more evident when we separate the data by participant gender, espe-
cially when we look at the results of the women, which showed that in most cases,
they had higher emotional values when interacting with VB than just watching it.
When the VB had a female name, it was the only case in which the perception of
women about the emotions of VBs was similar for both cases, interactive environ-
ment and videos. However, the most notable difference between the two studies
is that in the video presentation, women perceived more emotions in the VB with
female name, whereas men perceived more emotions in the virtual being with male
name. In contrast, during the interactive phase, women perceived more emotions in
VB with male name than in videos.

Figure 4.4: Emotional Scale Averages by VB Name between Video and Interaction
Stimuli. Blue and red lines are related to women’s and men’s data.

Gender Attribution Analysis

To assess H015 (Similarly, people attribute gender to VBs with different gen-
ders), we devised a scoring system ranging from 0 to 2 to capture the participants’
responses regarding VB gender attribution concerning the question What was the
VB’s gender?. By employing this scoring system, our objective was to quantitatively
assess the participants’ perceptions of VB gender attribution. The score for Gender
Attribution was determined as follows: i) We assigned a score of 2: If the partici-
pant’s response matched (correctly) the VB textually assigned gender, i.e., VB with
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female name, VB with male name, and Unnamed VB with "I do not know"; ii) We
assigned a score of 1: If the participant’s response is "I don’t know" in the VB with
female and male cases, and "Other" in Unnamed case; iii) We assigned a score of
0: If the participant answered wrongly the VB gender, i.e., not selecting female for
female VB, male for male VB, and male/female for unnamed.

Statistically, in relation to H015−1 about interactive environment, we found a
significant result related to a Baby Name’s main effect (F (2, 61)=5.46 and p=.006; no
equal variance - Stats=20.95 and p< .001). Then, concerning the post-hoc, we only
found significant results in the comparisons between the VB with male name and
the other two conditions (female name - p=.03; unnamed VB - p< .001). Comparing
the results between interactive environment and video stimuli (H015−2), we found
two significant results about the female VB, considering all participants in general
(Stats=378.0 and p=.009; AVG=1.38 for interactive scenarios, and AVG=1.76 for
videos), and from the perspective of men (Stats=100.5 and p=.01; AVG=1.23 for
interactive scenarios, and AVG=1.76 for videos). As we can see in the charts of
Figure 4.5, both in virtual environment and video, people attributed a gender for
the unnamed VB that was not according to the expected ("I don’t know"). In this
case, most participants chose the "Male" answer for the unnamed VB. Therefore,
rejecting H015−1, we can say that people more correctly attributed a gender
accordingly when VB already had a male gender assigned than when it did
not have a gender assigned or when it had an assigned female gender. Fur-
thermore, considering only the VB that have names, the gender attribution
score was higher when the VB had a male name than when it had a female
name. This ultimate effect (participants offering more precise responses regarding
the gender of the male baby) can be attributed to the observation that men made
more errors in gender attribution when encountering the VB with female name. In
this case, we can partially reject H015−2, because the gender attribution cor-
rectness referring to the female VB in the interactive environment was lower
than in the video environment.

4.2.3 Participant Actions Analysis

In this section, we aim to compare our results with literature regarding in-
teractions between participants and babies in the real world. In this case, we test
our hypotheses H016 (People interact (toy choices, emotional reactions, and proxim-
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Figure 4.5: Gender Attribution Score Averages by VB Name between Video and
Interaction Stimuli. Blue and red lines are related to women’s and men’s data.

ity) similarly with VBs.) with the equivalent statistical analysis performed in the last
sections.

Toys Analysis

Concerning the choice of toys, we found only one significant result regard-
ing an interaction effect (F (2, 57)=3.44 and p< .03) between Participant’s Gender
and Baby’s Name when participants chose the Unicorn toy. However, when per-
forming the post-hoc after confirming the equality of variance (Stats=7.19; p=0.20)
between groups, we found no significant differences. Table 4.2 shows the average
number of toy choices during interactions with the participants. The first thing we
can observe in Table 4.2 is a possible link between toys for girls and boys. In gen-
eral, the unicorn was the most chosen toy on average. In addition, women had a
higher average number of toy choices than men. We can see that the unicorn (a
pink toy assumed to be more feminine) was chosen on average more by the women
who received the VB with female name than by the women who received the male
VB (a lesser number of choices) and Unnamed VBs. Additionally, men chose the
ball on average (a toy that was hypothesized to be more masculine) more for male
VB than for female VB and Unnamed VB. Also, when participants interacted with a
baby with female name, women chose more toys than men. When the participants
received the VB with male name, the men chose more toys than the women. Women
chose more toys than men for an Unnamed VB. Even so, the results presented in
Table 4.2 show a possible indication that women and men chose the unicorn
according to the VB’s gender. However, in relation to toys, we did not find
statistically significant differences (H016).



108

Table 4.2: Average number of toy choices, both individually (Unicorn, Ball, Jack-
in-the-box) and toys in general. The first four data columns correspond to the re-
sponses of the participants who received the questionnaire containing the baby with
a female name followed by the columns of the groups that received male names,
unnamed, and in general (all). The first three lines refer to women’s data, and the
last three refer to men’s data.

Women
Female Name Male Name Unnamed General

Stimuli Unicorn Ball Jack Toys Unicorn Ball Jack Toys Unicorn Ball Jack Toys Unicorn Ball Jack Toys
Choice AVG 3.25 2.12 2.00 2.45 2.22 2.00 2.00 2.06 2.40 2.13 2.13 2.22 2.60 2.10 2.07 2.26

Men
Female Name Male Name Unnamed General

Stimuli Unicorn Ball Jack Toys Unicorn Ball Jack Toys Unicorn Ball Jack Toys Unicorn Ball Jack Toys
Choice AVG 2.38 1.84 1.84 2.02 2.64 2.14 2.00 2.26 2.37 2.12 1.87 2.12 2.48 2.02 1.91 2.14

Emotion Reaction Analysis

We did not find significant results regarding the choice of emojis to rep-
resent the participant’s emotions. In global averages, as shown in Table 4.3, the
positive emoji was the most chosen. Looking at the table, we can see that women
selected more emojis than men. Women also chose the positive emoji more than
the other two for all VBs. Only for unnamed VB, men select more neutral emojis than
positive ones, while women gave more emojis to Unnamed VB than to the other two
name groups. Yet, men gave more emojis to the male VB. These indications make
us not rejecting H016 regarding the choice of emojis.

Table 4.3: Average number of selected emojis, both individually (Positive, Neutral,
Negative) and Emojis in general. The first four data columns correspond to the re-
sponses of the participants who received the questionnaire containing the baby with
a female name, followed by the columns of the groups that received male names,
unnamed, and in general (all). The first three lines refer to women’s data, and the
last three refer to men’s data.

Women
Female Name Male Name Unnamed General

Stimuli Positive Neutral Negative Emojis Positive Neutral Negative Emojis Positive Neutral Negative Emojis Positive Neutral Negative Emojis
Choice AVG 3.25 1.65 1.12 2.00 4.80 1.20 2.60 2.86 4.93 2.40 1.66 3.00 4.42 1.96 1.67 2.69

Men
Female Name Male Name Unnamed General

Stimuli Positive Neutral Negative Emojis Positive Neutral Negative Emojis Positive Neutral Negative Emojis Positive Neutral Negative Emojis
Choice AVG 2.92 1.84 1.23 2.17 3.42 2.14 1.71 2.45 2.00 2.12 0.87 1.58 2.91 2.20 1.34 2.15

Distance Analysis

One possible action for participants was to navigate the 3D interactive en-
vironment freely. We analyzed the amount of time that participants spent in each of
the Hall Spaces [Hal66] (Intimate, Personal, Social, Public) concerning their prox-
imity to the VB. As the interaction lasted 3 minutes (fixed time for all), we analyzed
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participants’ average time (seconds) in the four Hall spaces. The participants always
started the interaction from the farthest space (Public) from VB. Statistically, we did
not find significant results concerning intimate and social spaces. As shown in Ta-
ble 4.4, our results showed that participants spent less time in intimate and personal
than in social and public spaces. Concerning these two closest spaces, only the
men, when they received a VB with male name, stayed more than 10 seconds in the
personal space. Concerning public and social spaces, statistically comparing, we
found two significant main effects of Participant Gender (F (1, 61)=7.39 and p< .008
for social space; F (1, 61)=6.35 and p< .01 for public space), one for each of these
two spaces. Looking at Table 4.4, we can say that women spent more time in the
social space than men. In the case of the public space, women spent, on aver-
age, fewer seconds than men. So, overall, we reject H016 concerning distance,
women spent more time close to the VB due to the fact that they spent more
time in social space than men, while men spent more time in public space than
women.

Table 4.4: Average interaction time spent by the participants in each Hall prox-
emics [Hal66] (Intimate, Personal, Social, Public). The first four data columns cor-
respond to the responses of the participants who received the questionnaire con-
taining the baby with a female name and followed by the columns of the groups that
received male names, unnamed, and in general (all). The first three lines refer to
women’s data, and the last three refer to men’s data.

Women
Female Name Male Name Unnamed General

Stimuli Intimate Personal Social Public Intimate Personal Social Public Intimate Personal Social Public Intimate Personal Social Public
AVG 0.00 0.83 153.87 25.32 1.24 3.46 158.54 16.80 0.25 2.37 150.28 27.14 0.35 2.13 152.78 24.77

Men
Female Name Male Name Unnamed General

Stimuli Intimate Personal Social Public Intimate Personal Social Public Intimate Personal Social Public Intimate Personal Social Public
AVG 0.94 8.68 132.50 37.89 2.82 11.06 103.59 62.55 8.06 5.08 117.16 49.10 3.32 8.81 117.43 50.32

4.3 Gender Bias in Relation to Observing Adults VHs

In the previous sections we evaluated gender attribution and emotion eval-
uation in relation to observation and interaction with VBs. The present section aims
to try to answer the question:

• Would the gender-based preference also emerge when observing a gender-
less virtual adult instead of a VB?

So, to this, we investigated the impact of various features on adult VHs
gender attribution and emotion recognition, including: A) Participant gender, B) VH
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textually assigned gender, C) Gender of Real Actor and Actress, D) Pre-processed
motion styles, and E) through visual features, such as facial shape and mouth. Ta-
bles 4.5 and 4.6 summarizes all the studied features and research questions we aim
to answer in this work. We aim to investigate the gender attribution of adult VHs,
which refers to how users perceive a adult VH along a continuum from masculine to
feminine and also measure the impact of gender on emotion recognition. In this con-
text, the endpoints of the continuum would represent the binary gender categories,
while the midpoint represents the nonbinary (genderless as well as the analyzes
on VBs) category. It is important to note that we are not investigating VH’s gender
identity, which pertains to one’s personal sense of gender. However, we will exam-
ine the correlation between the textually assigned gender of VHs and the gender
identity of the users. By doing so, we hope to shed light on how users interpret and
respond to VHs with different gender presentations, including binary (female and
male) and nonbinary 3D models. It is important to address the definitions utilized
in our research, per the guidelines provided by APA 6th and 7th Editions20. Non-
binary gender, as understood within these frameworks, may or may not align with
an individual’s assigned sex at birth, presumed gender based on sex assignment,
or primary or secondary sex characteristics. In the context of our study focusing on
VHs, we have conducted interpolations between binary models representing binary
characteristics. This approach enabled us to create a 3D adult model that we refer
to as nonbinary, meaning a VH that users could not identify applied tests as a binary
gender. For further details, please refer to Section 4.3.1.

Contrary to what was proposed in our last sections, which aimed at study-
ing the gender attribution of VBs, in this section, we focused on the textually as-
signed gender of a nonbinary (genderless) adult VH, in addition to male and female
VHs, during the task of emotion recognition and gender attribution. To establish a
ground truth for the VHs with textually assigned genders, a focus group evaluated
the three VHs and their genders were attributed based on this analysis. Similar to
the studies conducted by Zibrek et al. [ZHRM13, ZHRM15], we assessed the recog-
nition of emotions using data from real actor or actress who drove the animation of
the VHs, with a specific focus on facial expressions.

Our study contributes significantly to the field by examining two critical
questions about emotion recognition and gender attribution in VHs. Firstly, we inves-
tigate how individuals perceive happiness in VHs presented as binary and nonbinary
genders (through different 3D facial models and different textual assigned names)

20https://apastyle.apa.org/style-grammar-guidelines/bias-free-language/gender
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and animated using a variety of stimuli. Secondly, we explore how the same features
- face models and textual names - influence gender attribution in VHs. While there is
some literature on similar topics, our study is unique in its use of realistic nonbinary,
male and female 3D VH models to assess participants’ gender attribution of VHs
and also in comparing the perception of emotion in different VHs with textually as-
signed genders. At this point, we believe that our work offers methodology, results,
and discussions that are beneficial to show that genderless VHs with textually as-
signed gender can be a solution to combat gender stereotypes, which was an issue
raised in the work of Armando et al. [AOR22]. Additionally, we contribute to the field
by incorporating facial styles generated as a function of groups of people’s faces.
We demonstrate that these animation styles are readily perceivable by participants,
even when compared to performances by human actors. To our knowledge, this is
the first study to incorporate these elements.

Relating to the originality of this work, different than the last sections, we
present an analysis regarding our RQs presented in Tables 4.5 and 4.6. Concerning
RQ1 and RQ3: the results related to the VBs (Sections 4.1 and 4.2) showed that
textually assigned genders (using gendered names) could influence the evaluation
of emotions about a nonbinary VB, but it was not yet tested with nonbinary adults
VHs, and also using binary adult VHs. Regarding RQ2 and RQ4, several studies in
the literature (for example, studies of Zibrek et al. [ZHRM13, ZHRM15] and Ennis et
al. [EHEM13]) have shown that the emotion expressed by actors of different genders
can influence the recognition of emotion in female and male VHs (without using non-
binary VH). About RQ5, some studies evaluated the accuracy of emotion recognition
in female versus male models ([ZHRM13, ZHRM15, EHEM13, BB17]); however, we
did not find comparisons of binary versus nonbinary models, as in the present work.
Concerning RQ6, we also measured whether the textually assigned gender of a
nonbinary VH impacts gender attribution, but only for a VB, and finally, concern-
ing the RQ7, there are papers ([MJH+07, MJH+09, NY20, NVDSN09, GFGW+23])
in the literature that measure whether female, male and androgynous VHs assess
the gender attribution. However, there are no reports involving textually assigned
gender.

This research is relevant in CG because computer-generated environments
should be inclusive spaces where all users feel comfortable ([MMK12, KFMT15])
and represented ([ZHRM13, ZHRM15, BB17]). Additionally, as mentioned by Draude [Dra11],
Computer Science applications have the potential to deconstruct biases. Our study
is also a significant step forward in understanding how users perceive VHs and the
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Table 4.5: The table presents all the research questions presented in our work. In
addition, the table links the questions to the experiments and sections in which they
are analyzed.

Research Questions
Experiment 1 - Virtual Human with Nonbinary Gender - Section 4.3.1

RQ1: Is there a difference in how people perceive emotions when watching
a nonbinary VH with gendered names assigned through text? This question
will examine whether women and men have different emotional responses
to a nonbinary VH depending on the gendered names assigned to them.

RQ2: Is there a difference in how people perceive emotions when presented
with a nonbinary VH whose facial expressions are portrayed by both male

and female actors? This question aims to investigate whether the gender of the actors
portraying a nonbinary VH’s expressions affects emotional perception differently for men and women.

Experiment 2 - VHs with Female and Male Visual Characteristics - Section 4.3.3
RQ3: Is there a difference in how people perceive emotions when watching a

binary VH with gendered names assigned through text? This question will examine
whether women and men have different emotional responses to a binary VH

depending on the gendered names assigned to them.
RQ4: Is there a difference in how people perceive emotions when presented
with a binary VH with gendered names assigned through text whose facial

expressions are portrayed by various motion stimuli (actors and facial styles)?
This question aims to investigate whether the gender of the actors portraying

a binary VH’s expressions affects emotional perception differently for men and women.
Comparing perception of people with respect to binary and nonbinary VHs - Section 4.3.5

RQ5: Is there a difference in how people perceive emotions when presented
with binary versus nonbinary VHs with gendered names assigned through text?
This question aims to investigate whether there are gender differences in users

emotional perception when presented with VHs that are either binary (having only
male or female models) or nonbinary (having a model that is neither strictly male nor female).

Gender Attribution to VHs - Section 4.3.5
RQ6: Is there a difference in how people attribute gender to VHs with textually

defined gendered names? This question aims to investigate whether there are gender
differences in how individuals attribute gender to VHs based on the gendered names

assigned to them in text.
RQ7: Is there a difference in how people attribute gender to VHs with varying gender

models (female, male, and nonbinary)? This question aims to investigate whether there are gender
differences in how individuals perceive the gender of VHs when they are presented with different

gender models.

potential impact of in-group biases on these perceptions. By examining the role of
bias in adult VH gender attribution, we aim to encourage the development of more
inclusive and representative computer-generated environments.
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Table 4.6: The table presents the correlations between the features investigated in
our study and the research questions posed. Each research question is accompa-
nied by its corresponding analysis goal.

Question
Participant Assigned Actor Style Model

Gender Gender Gender Gender Gender
(Feature A) (Feature B) (Feature C) (Feature D) (Feature E)

Experiment 1 - Virtual Human with Nonbinary Gender - Section 4.3.1

RQ1 X X

RQ2 X X X

Experiment 2 - VHs with Female and Male Visual Characteristics - Section 4.3.3

RQ3 X X

RQ4 X X X X

Comparing perception of people with respect to binary and nonbinary VHs -
Section 4.3.5

RQ5 X X X X

Gender Attribution to VHs - Section 4.3.5

RQ6 X X

RQ7 X X X

4.3.1 Methodology Applied in Experiment 1: Adult VH with Nonbinary Gender

Our first experiment aims to answer research questions RQ1 and RQ2, as
shown in Tables 4.5 and 4.6, by examining how participants perceive the emotions
of a nonbinary adult VH that displays facial animations.

Nonbinary Gender 3D Model

To begin with, we required a VH that did not possess male and female fea-
tures simultaneously, thereby representing a nonbinary gender. This was a crucial
step in this work as we aimed to minimize binary gender biases in this study. To
create the nonbinary VH, we employed Metahuman Creator 21, which offers a wide
range of photorealistic 3D models of VHs and permits manipulation of facial and

21https://metahuman.unrealengine.com/
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(a) 100M/0F
E = 22.5

(b) 85M/15F
E = 13

(c) 65M/35F
E = 3.5

(d) 50M/50F
E = 1.5

(e) 35M/65F
E = 15

(f) 15M/85F
E = 14

(g) 0M/100F
E = 15

Figure 4.6: All variations between Female (Ada) and Male (Bryan) VHs. In addition,
the model considered the most nonbinary gender (50M/50F), as evaluated by the
focal group, the one highlighted in bold (d). In addition, E presents the result of the
evaluation equation for each model.

body features. Furthermore, the software allows for the merging of facial features
across different models. With this in mind, we selected two standard Metahuman
models - Ada (female) and Bryan (male), and generated intermediate models be-
tween them using the slider provided by the Metahuman Creator interface22. We
generated seven variations by merging the two models, with 50%-50% being an in-
termediate variation. Additionally, we created three variations with more prominent
characteristics of one model (that is, 100%-0%, 85%-15%, 60%-40%) and repeated
the same variations with more features of the other model. To ensure consistency
and reduce possible biases, we removed the hair from all VHs. While a VH with-
out hair might be biased, we felt that hair and hairstyle could be stronger gender
cues and represent more significant biases (as stated in the studies of Hess et
al. [HAJK04] and Ghosh et al. [GFGW+23]). All variations are illustrated in Fig-
ure 4.6.

After creating the VH models, we conducted a focus group study to de-
termine the most nonbinary model from the seven variations. The focus group con-
sisted of 27 participants, including 12 women, 14 men, and one nonbinary individual.
We asked the focus group to rate each variation’s femininity and masculinity inspired
in the scales used in the work of Shively and Hall [SH77] with two questions, using
5-Likert scales for each one (in the interval [1;5], where one is the least of a specific
gender). This step minimizes subjectivity in selecting the nonbinary VH from all the
created variations. We then used Equation 4.1 to determine the most nonbinary
model:

Ek ,N =
1

2N
(|

N∑
i=1

mk ,i − 3|, |
N∑

i=1

fk ,i − 3|), (4.1)

22We tested the facial feature transformations in both directions (from Ada to Bryan and vice versa)
and obtained similar individuals. Hence, we used the transformation only from Ada to Bryan.
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where k represents each of the 7 models, N states for the number of answers, m
states for the answers regarding the masculinity 5-Likert scale, f for the femininity,
and Ek ,N defines how the model k was evaluated. To determine the degree of femi-
ninity (f ) and masculinity (m) associated with each VH, we calculated the difference
between their perceptual value and the central value of the 5-Likert scale (3) and
then averaged these differences. Among the evaluated VH models, the 50%-50%
model was considered the most nonbinary in terms of gender, as it had the lowest
value of Ek ,N (highlighted in bold in Figure 4.6(d)). It is important to note that this
equation yields smaller values for E when participants evaluate the face closer to
the central value (e.g., 3 in our case) and when their opinions are contradictory. For
instance, if half of the participants chose five and the other half chose 1. In this
case, we define the more nonbinary VH as the one that participants find difficult to
categorize as either feminine or masculine, that is, escaping from a binary spectrum.

Creation of Stimuli

To answer RQ1−RQ2 in Table 4.5, we created facial emotion stimuli based
on filmed actors’ facial expressions, and we chose to use only happiness and sad-
ness emotions as proposed in the work of Kohler et al. [KTS+04], that suggests that
these are the two most easily recognized emotions. To create these stimuli, we
used real videos of an actress and an actor performing expressions of happiness
and sadness. The videos range from 9 to 12 seconds and show facial expressions
starting from a neutral one. To generate the nonbinary VH animation, we used the
Metahuman Creator to export the 3D model (VH (d) in Figure 4.6) and then imported
it into the Unreal Engine23 (4.27 version) using the Quixel Bridge software24. To cap-
ture the facial expressions of the actress and actor in the videos and transfer them
to the nonbinary VH, we used the Live Link Face plug-in25, which records facial ex-
pressions in real-time and transmits them to Unreal engine. A limitation of our work
is that we recorded expressions directly from the actors’ videos, which can gener-
ate some loss in capturing some facial movements. To freeze the head rotation of
the VH, we adjusted the Live Link Face settings. Each video was focused on the
VH’s face, presented frontally, and had a gray background (with a 3D cube added
and positioned behind the VH). We generated four videos in total26, with each video

23https://unrealengine.com/
24https://quixel.com/bridge
25https://dev.epicgames.com/community/learning/tutorials/lEYe/unreal-engine-facial-capture-with-

live-link
26Examples of all videos are presented in the supplemental material.
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featuring the nonbinary VH model and the two actor genders (one female and one
male) expressing happiness and sadness (as shown in Figure 4.7).

(a) nonbinary
Model -
Actress Happy

(b) nonbinary
Model -
Actress Sad

(c) nonbinary
Model -
Actor Happy

(d) nonbinary
Model -
Actor Sad

Figure 4.7: Emotions of our nonbinary model. (a) and (b) represents happiness and
sadness performed by an actress, and (c) and (d) by an actor.

Questionnaire

We utilized the Qualtrics platform27 to design our questionnaire and dis-
seminate it via social media without imposing any restrictions on the participants’
device types. Before responding to the questions, participants (volunteers) were pre-
sented with the consent form approved by an Ethics Committee of our University28.
Demographic information of the participants, such as age, gender, educational level,
and CG familiarity, were also collected. Regarding gender, we asked two questions:
one about "assigned sex at birth" and the other related to "self-identification cur-
rently" (both based on APA 7th Edition29).

Likewise in the two studies involving VBs, we randomly divided the partic-
ipants into three groups: in one group, the VH was given a female name (Helena),
another a male name (Miguel), and the last group was given a VH without a name.
However, the VH was the same for all groups. The VH was presented with a name
(either female, male, or no name) and an introductory text. Participants were in-
formed that they would watch four videos of the VH expressing emotions (or not).
Participants had to indicate which emotion was most prominent in the video from a
list of Ekman’s six main emotions ([Ekm92]): happiness, sadness, anger, surprise,
fear, neutral, or "I do not know." Finally, with the aim of analyzing gender attribution,
participants were asked about the gender of the VH, where the possible answers

27https://www.qualtrics.com
28Research Ethics Committee of Pontifical Catholic University of Rio Grande do Sul, Brazil - Project

Number: 46571721.6.0000.5336
29https://apastyle.apa.org/
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were female, male, other, and I do not know. Overall, the experiment included three
names for the VH (female, male, and unnamed) x 1 VH model (nonbinary gender
model) x 2 actor genders as motion stimuli (1 female and 1 male) x 2 emotions
expressed (happiness and sadness).

4.3.2 Results

In our results, we used a 2x3x2 Factorial ANOVA analysis (we considered
a significance level of 5%) to investigate the effects of participant gender versus
VH textually assigned gender versus gender of actor/actress. Specifically, we con-
ducted the Factorial ANOVA analysis to explore the main effects of each variable
and any potential interactions between them. Following the ANOVA, we conducted
two post-hoc tests to examine further the significant effects observed in the analy-
sis. When the groups of the data had equal variances, we used the Tukey HSD test.
We conducted a Bartlett test for each significant effect observed to ensure that the
assumption of equal variances was met. In cases where the groups of the data did
not have equal variances, we used the Tamhane test.

In total, we had 115 participants, 88 completed the undergraduate studies,
82 were between 18 and 35 years old, and 108 had CG familiarity. About assigned
sex at birth, 56 answered female and 59 male, and three answered "Neither of the
two options". Regarding current self-identification, women (69.29% were between
18 and 35 years old) were the same that were assigned female at birth, 58 men
(approximately 72% were between 18 and 35 years old), and the same three par-
ticipants answered nonbinary, and another person answered "other". However, be-
cause of the low quantity of nonbinary and others, we removed these four people
from the analysis. Women and men were divided, respectively, 13 and 25 receiving
Helena, 25 and 14 receiving Miguel, and 18 and 19 receiving a VH without a name.
One observation was that, in relation to the two models, we tried to control the num-
ber of participants per group of names (Helena, Miguel, and Unnamed). However,
some participants did not respond until the end of the questionnaire, and therefore
we only considered participants who answered the entire questionnaire.
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Table 4.7: Percentages of all response options (Happy, Sad, Surprise, Fear, Anger,
Other, I do not know) referring to videos that contained Happiness and videos that
contained Sadness.

Emotions Happy Sad Anger Surprise Fear Neutral I do not know
Happy 79.56% 0.43% 0.86% 7.82% 3.91% 2.60% 4.78%
Sad 0.43% 36.95% 13.04% 9.56% 16.08% 3.47% 20.43%

Emotion Recognition Analysis

First of all, to perform the Factorial ANOVA, we created a score of the
responses on the recognition of the emotions presented in the videos. Thus, we
created an Emotion Score considering = 2 when the participant correctly responded
to the emotion presented in the video (Happiness or Sadness responses), = 1 to "I
do not know" answers, and = 0 when the participant incorrectly responded to the
emotion presented. To analyze the users’ correct answers regarding emotion recog-
nition, we first analyze a simple percentage of each detected emotion, as shown in
Table 4.7. The obtained results indicate that Happiness was correctly recognized
in 79.56% of faces, while Sadness obtained lower correctness (36.95%). Given the
low percentage of correct answers for sadness and the significant proportion of par-
ticipants answering "I do not know" (20.43%), we decided to focus our exploration of
human perception solely on the emotion of happiness in the rest of the studies. We
chose to limit our investigation to happiness because accurate emotion recognition
is crucial for measuring participants’ correct perception. By selecting an emotion
that is more easily recognized, we aim to minimize potential biases and ensure reli-
able and meaningful results.

So, using only the participants’ happiness recognition (Happiness Score),
we report our analysis on the impact of the features Textually Assigned Gender
and Actor gender with the participant gender to answer the questions: RQ1) Is
there a difference in how people perceive emotions when watching a nonbinary VH
with gendered names assigned through text?, and RQ2) Is there a difference in
how people perceive emotions when presented with a nonbinary VH whose facial
expressions are portrayed by both male or female actors?, as shown in Table 4.5.
Results are discussed next.

Regarding question RQ1 (Participant Gender vs. Textually Assigned Gen-
der, as shown in Tables 4.5 and 4.6, Features A vs. B), we did not find significant
results (Table 4.8). However, looking at the charts in Figure 4.8, we can see that
men (red lines) had higher values for recognizing happiness when they received
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Miguel. Conversely, women had a higher value when the VH had no name but with-
out significant difference. Therefore, answering RQ1, we can conclude that there
was no significant difference in how people perceived happiness when they
watched a nonbinary VH with Textually Assigned Genders.

Table 4.8: Table refers to the results of the Factorial ANOVA (2x3x2) performed
in Experiment 1 concerning the nonbinary model (using Happiness Score). The
table shows the comparison between Participant Gender versus Textually Assigned
Gender versus Actor Gender features. In addition, results referring to main and
interaction effects. The table also presents the F -values and p-values (* = significant
values, considering a 5% significance level) and the research question representing
the comparison.

Nonbinary Model
Participant Gender - Textually Assigned Gender - Actor Gender

Factor-Emotion Answer F-stats p-value RQ
Participant Gender F(1, 228) = 0.01 .90 RQ1

Textually Assigned Gender F(2, 227) = 2.55 .07 RQ1
Actor Gender F(1, 228) = 4.57 .03* RQ2

Textually Assigned Gender-Participant Gender F(2, 227) = 0.66 .51 RQ1
Textually Assigned Gender-Actor Gender F(1, 227) = 2.09 .12 RQ2

Actor Gender-Participant Gender F(1, 228) = 5.12 .02* RQ2
Textually Assigned Gender-Actor Gender-Participant Gender F(2, 227) = 0.74 .47 RQ2

Regarding RQ2 (Features A vs. B vs. C), as we can see in Table 4.8,
we found a main effect in relation to the animation stimuli, i.e., the Actor’s Gender
(Figure 4.8). We also found a significant result in the interaction between the Partici-
pant Gender and Actor Gender variables (equal variances - Stats = 1.37 and p=.71).
However, we did not find significant results when performing the post-hoc test. In
general, people recognized happiness more correctly when they saw the emotion
expressed by the actress than by the actor. Responding to RQ2, we only found
a significant difference concerning the motion stimuli, i.e., people, in general,
recognized the actress’s happiness more than the actor’s happiness on the
nonbinary VH.
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Figure 4.8: The charts show the average of Happiness (Emotion Recognition - Y -
axis - values from 0 to 2, as explained in Section 4.3.2) answer in relation to the
videos from the nonbinary model. The charts show the comparisons between Gen-
der Participant (women and men, respectively, blue and red lines) versus Textually
Assigned Gender (X -axis) versus Actor Gender (chart on the left presents data re-
lating to the actor’s videos, and the chart on the right refers to the actress’s videos).

4.3.3 Experiment 2: Adult VHs with Female and Male Visual Characteristics

The second experiment addressed questions RQ3 30 and RQ4 31 pre-
sented in Tables 4.5 and 4.6. Our study investigated how humans textually as-
signed gender to virtual humans when presented with binary (male and female), all
animated to display emotions. Additionally, we utilized the emotion styles introduced
by [MQM22] to compare with the emotions portrayed by the actor and actress.

Creation of Female and Male 3D Models

We utilized the Metahuman Creator tools to create the male and female
VHs. We used the nonbinary VH (Section 4.3.1) as the base and merged it with the
binary models (Ada and Bryan, as in Experiment 1) without hair to ensure compa-
rability. Additionally, our designer was free to try to include more female and male
details in the shape, e.g., to increase the mouth, to model two binaries. To evaluate
the femininity and masculinity aspects of the female and male models, we asked
a focus group of 25 participants (15 women and 10 men) to rate them using a 5-
point Likert scale. The results showed that the female model was rated as more
feminine (Avg=3.44, STD=0.94) and less masculine (Avg=2.4, STD=0.89), while the

30RQ3: Is there a difference in how people perceive emotions when watching a binary VH with
gendered names assigned through text?

31RQ4: Is there a difference in how people perceive emotions when presented with a binary VH with
gendered names assigned through text whose facial expressions are portrayed by various motion
stimuli (actors and facial styles)?
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male model was rated as more masculine (Avg=4.24, STD=0.7) and less feminine
(Avg=1.64, STD=0.74), as expected. The models are depicted in Figure 4.9. It is
important to note that the numerical values for the female model are more central
in the Likert scale than the male. Indeed, we decided to keep studying such fe-
male model because the participants referred to the missing hair and accessories
as some aspects that made them evaluate in a more central way. Furthermore, we
wanted to focus only on textually assigned gender as a possible gender indicator,
so hair could include a more considerable bias, as shown in the studies by Hess et
al. [HAJK04] and Ghosh et al.[GFGW+23].

(a) Female (b) Male

Figure 4.9: The binary models used in our work: female (a) and male (b).

(a) Female -
Female Style

(b) Female -
Male Style

(c) Female -
Actress

(d) Female -
Actor

(e) Male -
Female Style

(f) Male -
Male Style

(g) Male -
Actress

(h) Male -Actor

Figure 4.10: From (a) to (d) happiness of the female model expressed by, respec-
tively, female style, male style, actress, and actor, while (e) to (h) shows happiness
applied to the male model.
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Creation of Stimuli and Questionnaire

In our study, we also utilized a technique proposed by Melgaré et al. [MQM22]
to visually depict feminine and masculine styles of expressing happiness. This ap-
proach allows us to analyze female and male VHs from the perspective of individu-
als (actor and actress, as we did in Experiment 1) and from an average of individual
characteristics (styles). We selected happiness emotion because it had the best
results in Experiment 1, as described in Section 4.3.1. The technique of Melgaré et
al. involves processing a dataset of facial images and using a clustering method to
group similar facial expressions. To represent each group’s style, the technique em-
ploys the Facial Action Unit Coding System [EF78] to numerically quantify the facial
expressions present in the dataset using Action Units (AUs), which are individual
components of facial muscle movement that are activated with various intensities.
To generate a representative face for each cluster, we considered the gender anno-
tated in the dataset as the selection factor to create two groups. Then, we averaged
the AUs intensities for each cluster and exaggerated the values by 50%.

Table 4.9: The table shows the mapping of Action Units (AUs) with the features
present in Unreal’s facial control rig, both in relation to the male and female style
values.

Action Unit Mapping for Unreal Facial Control Rig
Facial

Face Side Action Units Male Style Female StyleControl Rig
Features Values Values

jaw Center AU-26 y = 0.18 y = 0.252
jaw-ChinRaiseD Right and Left AU-17 0.16 0.0228

mouth-upperLipRaise Right and Left AU-10 0.363 0.468
mouth-cornerPull Right and Left AU-12 0.674 0.785

mouth-dimple Right and Left AU-14 0.356 0.351
mouth-cornerDepress Right and Left AU-15 0.032 0.006

mouth-stretch Right and Left AU-20 0.064 0.0236
mouth-lowerLipDepress Right and Left AU-25 0.352 0.597

mouth-tightenD Right and Left AU-23 0.18 0.0388
mouth-tightenU Right and Left AU-23 0.18 0.0388
eye-cheekRaise Right and Left AU-6 0.564 0.55
brow-raiseOut Right and Left AU-2 0.082 0.0182
brow-raiseIn Right and Left AU-1 0.035 0.0956

eye-faceScrunch Right and Left AU-4 0.074 0.079
eye-eyelidU Right and Left AU-5 0.143 0.201
eye-eyelidD Right and Left AU-7 0.47 0.469

nose-nasolabialDeepen Right and Left AU-9 0.166 0.208
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Using the AUs information of female and male happiness styles we ob-
tained, we applied these styles to our Metahuman models. Since each Metahuman
exported to Unreal includes a facial rig control with various features that have as-
sociated values, we mapped the AUs data acquired from both the female and male
styles to our female and male models (as presented in Table 4.9). To generate an-
imations, we began with a neutral face and applied the extracted AU values for the
female happiness style, which we applied to both the female and male models (see
Figure 4.10 (a) and (e)). Additionally, we used the male happiness style to both bi-
nary models, as shown in Figures 4.10 (b) and (f) for the female and male models,
respectively.

To ensure consistency with the first experiment, we followed the same pro-
cedure for creating stimuli related to the happiness of actors and the questionnaire
(refer to Section 4.3.1 for details). To display the actors’ happiness, we used the
animations from the first experiment, which are shown in Figure 4.10 for actress and
actor happiness in the female VH ((c) and (d)) and the male VH ((g) and (h)).

Regarding the survey, we divided it into two separate questionnaires, one
for the female VH and the other for the male VH. For each questionnaire, we used
the same three names to textually assign gender, namely, Helena, Miguel, and VH
without a name. Therefore, this experiment consisted of two VHs (one female and
one male) versus three gendered names (one female, one male, and one VH without
name) x two gendered actors (one female and one male) versus two emotional
gender styles (one female and one male) versus one emotion (happiness). In the
next section, we will discuss the results obtained from this experiment.

4.3.4 Results of Female and Male Models

We used 2x3x2 Factorial ANOVA analysis (also using Tukey HSD or Tamhane
as post-hoc tests according to the data variance and significance level of 5%) to in-
vestigate the effects (related to the emotion recognition result of the questionnaire
of Section 4.3.3) of Participant Gender versus Textually Assigned Gender versus
Actor/or Style Gender (2x3x2 analysis).

Regarding the evaluation of the female model, we had 167 volunteers; 142
completed the undergraduate, 113 were at least 36 years old, and 129 had CG
familiarity. In relation to assigned sex at birth and self-identification, 93 answered
female/women (66% were at least 36 years old) and 74 male/men (65.91% were
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at least 36 years old). With this, 31 out of 93 women answered the form about the
female named VH, 31 about the male, and 31 about the VH without a name. In
addition, 74 men also answered the questionnaire (female name 29, male 24, VH
without name 21).

Regarding the evaluation of the male model, we had 181 volunteers: 151
completed at least undergraduate, 133 were at least 36 years old, and 147 had CG
familiarity. About assigned sex at birth and self-identification, 100 female/women
(that answered our research about a female named VH 37, male 32, VH without
name 31, and 64.2% were at least 36 years old) and 81 male/men (female name 26,
male 27, VH without name 28, and 81% were at least 36 years old).

Analyzing the female and male (binary) models in the perceptual analy-
sis of women and men (RQ3 - Section 4.3.4 - Participant Gender versus Textually
Assigned Gender, and RQ4 - Section 4.3.4 - Participant Gender versus Textually As-
signed Gender versus Actor Gender/or Style Gender), we first split the data into two
groups, i.e., when the motion stimuli were captured from the actors, and when fa-
cial styles generated the motion stimuli. Furthermore, in Section 4.3.4, we compare
Styles versus Actor Gender.

Emotion Recognition Analysis (Participant Gender versus Textually Assigned Gen-
der)

Regarding RQ3 (Features A vs. B from Tables 4.5 and 4.6), considering
only the data containing stimuli captured from the actors and the two models (female
and male), as we can see in Tables 4.10 and 4.11, we did not find any significant
results. Looking at the charts in Figure 4.11, we can visually see that the results
are similar between women and men in relation to Textually Assigned Gender, even
if we separated for male and female models. Answering RQ3 (in data contain-
ing only actor/actress happiness), people perceived happiness similarly when
they observed a binary VH with Textually Assigned Gender.

Still related to RQ3, when we consider only the data containing stimuli
captured from the women/men facial style (Figure 4.12), as we can see in Table 4.10,
we found a main effect about Textually Assigned Gender when we measured the
female model data (no equal variance - Stats = 7.90 and p=.01). So, in the post-hoc,
we found significant p-values in the comparisons between Helena versus Miguel
(p = .002) and Helena versus Unnamed (p = .01). Therefore, as we can see in
Figure 4.12 related to the female model, we can say that when participants received
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Figure 4.11: The charts show the averages of Emotion answer (Y -axis) related to
the videos containing only Actor/Actress’s Motion Happiness Stimuli from the Fe-
male (two charts at the top) and Male (two charts at the bottom) models in the
comparisons between Gender Participant (women and men, respectively, blue and
red lines) versus Textually Assigned Gender (X -axis) versus Actor Gender (the two
charts on the left and the two charts on the right).

Helena, they recognized Happiness Style more accurately than people who received
Miguel or unnamed VH. Therefore, answering RQ3 (in motion stimuli containing
only style), the participants perceived more happiness in the female model
named Helena than in the female model named Miguel, and then in the female
model unnamed VH. We did not obtain significant results when we tested the
male model (Table 4.11).

Emotion Recognition Analysis (Participant Gender versus Motion Stimuli: Actor
Gender or Style Gender)

Regarding RQ4, firstly considering only videos containing actors as motion
stimuli (Features A vs. C), we only found a main effect of Actor Gender when we
measured the male model data, as can be seen in Table 4.11. With that, answering
RQ4 (on data containing only actors motion), as we can see in Figure 4.11, peo-
ple recognized more correctly the happiness of the Actor than the happiness
of the Actress when they received a Male Model. We did not find a significant
result for the female model (Table 4.10). In addition, regarding the data that
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Figure 4.12: The charts show the averages of Emotion answer (Y -axis) about the
videos containing only data of Style Happiness from the Female (two charts at the
top) and Male (two charts at the bottom) models in the comparisons between Gen-
der Participant (women and men, respectively, blue and red lines) versus Textually
Assigned Gender (X -axis) versus Style Gender (the two charts on the left and the
two charts on the right).

only contained gender facial styles (Features A vs. D), we also did not find
significant results.

Emotion Recognition Analysis (Facial Style gender versus Actor gender)

Furthermore, we conducted comparisons between facial styles and actors’
movements in our analysis. Employing 2x2 Factorial ANOVA, we examined the in-
teraction between Motion Stimuli (Facial Style/Actor Movement) and Participant’s
Gender. However, we only observed a significant result in relation to the main
effect of the Motion Stimuli (F(1, 1390)=7.51 and p=.006). Upon examining Fig-
ures 4.11 and 4.12, it becomes evident that participants were more adept at ac-
curately recognizing facial styles of happiness compared to identifying happi-
ness conveyed through actors’ motion. Comparing the Figures 4.11 and 4.12,
it becomes apparent that men demonstrated greater proficiency in correctly
identifying facial styles of happiness compared to recognizing happiness ex-
pressed through motion of actors. Conversely, this distinction was not as
pronounced among women, where the difference in recognition between fa-
cial styles and actors’ motion was less evident.
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Table 4.10: Table refers to the results of the Factorial ANOVA (2x3x2) performed
in Experiment 2 in relation to the Female model (using Happiness Score). The
table is divided into two parts about comparisons between the Participant Gender
versus Textually Assigned Gender Actor Gender/Style Gender features. The first
part regarding the female model is related only to data containing videos with actors’
emotions, and the second part contains videos with emotional styles. The table
shows the results of main and interaction effects. The table also presents the F -
values and p-values (* = significant values, considering a 5% significance level) and
the research question that represents the comparison.

Female Model - Only Containing Actor/Actress Videos
Participant Gender - Textually Assigned Gender - Actor Gender

Factor-Emotion Answer F-stats p-value RQ
Participant Gender F(1, 332) = 0.27 .60 RQ3

Textually Assigned Gender F(2, 331) = 0.11 .89 RQ3
Actor Gender F(1, 332) = 0.93 .33 RQ4

Textually Assigned Gender-Participant Gender F(2, 328) = 0.05 .94 RQ3
Actor Gender-Participant Gender F(1, 330) = 0.11 .73 RQ4

Actor Gender-Textually Assigned Gender F(2, 328) = 0.48 .61 RQ4
Actor Gender-Textually Assigned Gender-Participant Gender F(2, 328) = 0.53 .58 RQ4

Female Model - Only Containing Style Videos
Participant Gender - Textually Assigned Gender - Style Gender

Factor-Emotion Answer F-stats p-value RQ
Participant Gender F(1, 332) = 1.04 .30 RQ3

Textually Assigned Gender F(2, 331) = 6.29 = .002* RQ3
Style Gender F(1, 332) = 2.38 .12 RQ4

Textually Assigned Gender-Participant Gender F(2, 328) = 0.14 .86 RQ3
Style Gender-Participant Gender F(1, 330) = 3.20 .07 RQ4

Textually Assigned Gender-Style Gender F(2, 328) = 2.69 .06 RQ4
Textually Assigned Gender-Style Gender-Participant Gender F(2, 328) = 0.49 .69 RQ4

4.3.5 Comparing Both Experiments - Nonbinary and Binary models

We used 2x3x2x3 and 2x3x3 Factorial ANOVAs (Tukey HSD or Tamhane
as post-hoc tests according to the data variance and a significance level of 5%) to
compare the results of both presented experiments and to answer RQ5 32, RQ6 33,
and RQ7 34. The following sections detail such analyses.

32RQ5: Is there a difference in how people perceive emotions when presented with binary versus
nonbinary VHs with gendered names assigned through text?

33RQ6: Is there a difference in how people attribute gender to VHs with textually defined gendered
names?

34RQ7: Is there a difference in how people attribute gender to VHs with varying gender models
(female, male and nonbinary)?
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Table 4.11: Table refers to the results of the Factorial ANOVA (2x3x2) performed in
Experiment 2 in relation to the Male model (using Happiness Score). The table is
divided into two parts about comparisons between the Participant Gender versus
Textually Assigned Gender Actor Gender/Style Gender features. The first part re-
lates only to data containing videos with actors’ emotions, and the second contains
videos with emotional styles. The table shows the results of main and interaction
effects. The table also presents the F -values and p-values (* = significant values,
considering a 5% significance level) and the research question that represents the
comparison.

Male Model - Only Containing Actor/Actress Videos
Participant Gender - Textually Assigned Gender - Actor Gender

Factor-Emotion Answer F-stats p-value RQ
Participant Gender F(1, 332) = 0.008 .92 RQ3

Textually Assigned Gender F(2, 331) = 1.11 .32 RQ3
Actor Gender F(1, 332) = 4.18 .04* RQ4

Textually Assigned Gender-Participant Gender F(2, 328) = 1.68 .18 RQ3
Actor Gender-Participant Gender F(1, 330) = 0.55 .45 RQ4

Actor Gender-Textually Assigned Gender F(2, 332) = 0.82 .43 RQ4
Actor Gender-Textually Assigned Gender-Participant Gender F(2, 332) = 0.97 .37 RQ4

Male Model - Only Containing Style Videos
Participant Gender - Textually Assigned Gender - Style Gender

Factor-Emotion Answer F-stats p-value RQ
Participant Gender F(1, 332) = 1.04 .30 RQ3

Textually Assigned Gender F(2, 331) = 2.56 .07 RQ3
Style Gender F(1, 332) = 0.08 .76 RQ4

Textually Assigned Gender-Participant Gender F(2, 328) = 1.04 .35 RQ3
Style Gender-Participant Gender F(1, 330) = 0.79 .37 RQ4

Textually Assigned Gender-Style Gender F(2, 328) = 0.23 .79 RQ4
Textually Assigned Gender-Style Gender-Participant Gender F(2, 328) = 1.02 .36 RQ4

Comparing Perception Concerning Binary and Nonbinary Adult VHs

First, we disregarded data referring to the styles to compare the two exper-
iments because Experiment 1 (Section 4.3.1), with nonbinary VH, was not animated
using facial motion styles. Concerning RQ5 (features A vs. B vs. C vs. E - Tables 4.5
and 4.6), as shown in Table 4.12, we found a main effect of Model Gender (no
confirmed variance, Stats=16.91 p< .001) and an interaction effect between Model
Gender and Actor Gender features (no variance, Stats=27.23 p< .001). Looking at
Figure 4.13, we can see that emotion recognition scores were higher when people
viewed the nonbinary model than the other two. In relation to the Model Gender
effect, after the post-hoc, we found significant values in the comparisons between
the nonbinary model and the other two models (p < .001 both for female and male).
Indeed, concerning the interaction effect of Model Gender and Actor Gender, as
shown in Table 4.13 resulting from post-hoc, we found several significant p-values
in the pairwise comparisons between all model gender and actor gender options.
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Looking at Figure 4.13 and the results in Table 4.12, we can see that, in most cases,
people recognized the emotion more correctly when the nonbinary VH had the emo-
tion performed by an actress. When an actor performed the nonbinary VH emotion,
people recognized the emotion in a similar way to the other models. Furthermore,
people recognized the emotion of a female VH performed by an actress more cor-
rectly than the emotion of a male VH performed by an actress. With this, answering
RQ5, as we can see in the results presented in Experiments 1 and 2, peo-
ple recognized more correctly happiness when the VH had a nonbinary model
than a VH with female and male models. Furthermore, we found indications
that emotion performed by an actress may increase the correctness of per-
ceived emotion when the VH had a female model compared to a male model.

Table 4.12: Table refers to the results of the Factorial ANOVA (2x3x2x3) performed
comparing the three models presented in our work (Nonbinary, Female, and Male
models) versus the Participant Gender (using Happiness Score as outcome) versus
Textually Assigned Gender (Helena, Miguel, Unnamed) versus Actor Gender (Actor
and Actress). The table also presents the F -values and p-values (* = significant val-
ues, considering a 5% significance level) and the research question that represents
the comparison.

Participant Gender - Model Gender - Actor Gender - Textually Assigned Gender
Factor-Emotion Answer F-stats p-value RQ

Participant Gender F(1, 924) = 0.02 .87 RQ5
Model Gender F(2, 923) = 25.16 < .001* RQ5

Textually Assigned Gender F(2, 923) = 0.21 .80 RQ5
Actor Gender F(1, 924) = 1.12 .28 RQ5

Actor Gender-Textually Assigned Gender F(2, 920) = 0.57 .56 RQ5
Actor Gender-Participant Gender F(1, 924) = 3.05 .08 RQ5

Textually Assigned Gender-Participant Gender F(2, 920) = 1.20 .30 RQ5
Actor Gender-Model Gender F(2, 920) = 3.88 .02* RQ5

Model Gender-Textually Assigned Gender F(4, 918) = 1.80 .12 RQ5
Model Gender-Participant Gender F(2, 920) = 0.04 .95 RQ5

Actor Gender-Textually Assigned Gender-Participant Gender F(2, 920) = 0.43 .64 RQ5
Actor Gender-Participant Gender-Model Gender F(2, 920) = 0.97 .37 RQ5

Textually Assigned Gender-Participant Gender-Model Gender F(4, 918) = 0.79 .52 RQ5
Actor Gender-Textually Assigned Gender-Participant Gender-Model Gender F(4, 918) = 0.94 .43 RQ5

Gender Attribution Analysis

First, as shown in Section 4.3.1, at the end of the questionnaire, we asked
participants, "What was the VH’s gender?" to investigate whether people attribute
the VH gender according to the textually assigned gender. This section compares
the results of the nonbinary VH versus binary VHs (related to RQ6 and RQ7, as
shown in Tables 4.5 and 4.6). Before evaluating our research questions, we com-
pared the results related to the nonbinary adult VH with the result of the VB (only
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Table 4.13: Confusion Matrix of p-values generated by the post-hoc Tamhane test
of the interaction between the variables Model Gender and Actor Gender in relation
to Emotion Answer.

Models / Nonbinary Female Male Nonbinary Female Male
Actor(ress) Actress Actress Actress Actor Actor Actor
Nonbinary 1.00 < .001* < .001* .31 < .001* < .001*Actress

Female
< .001* 1.00 .03* .11 .65 .75Actress

Male
< .001* .03* 1.00 < .001* .74 .54Actress

Nonbinary .31 .11 < .001* 1.00 .002* .002*Actor
Female

< .001* .65 .74 .002* 1.00 .99Actor
Male

< .001* .75 .54 .002* .99 1.00Actor

Figure 4.13: The line charts show the average of the Emotion answer (Y -axis) in the
comparisons between Actor Gender (actor and actress, respectively, blue and red
lines) versus Model Gender (respectively, female model, male model, and nonbinary
model on the X -axis).

video stimuli of Section 4.1). Once only a nonbinary VH (VB) was used, we only
used the results referring to the nonbinary adult VH, in the present section. We used
the Chi-square test to compare Adult VH and VB in the three different name cases
(2x3 analysis - considering the possible answers of the gender attribution question),
and the results did not present a significant difference (X2(2, 86)=0.11 and p = .73
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for VHs with the name Helena, X2(2, 86)=0.85 and p=.65 for the name Miguel, X2(2,
87)=0.54 and p = .76 for VHs without names). Therefore, for both a nonbinary
virtual adult and a genderless VB, the gender attribution was similar. In this
case, we can say that our methodology for creating and evaluating a gender-
less virtual adult was efficient, as we achieved similar results in relation to the
genderless VB. In addition, for both VHs (baby and adult), men and women tend to
evaluate a nonbinary VH as male.

To assess our research questions (RQ6 and RQ7), we devised a scoring
system from 0 to 2 to capture the participants’ responses regarding VH gender at-
tribution. The score for Gender Attribution was determined as follows:

• We assigned a score of 2: If the participant’s response matched (correctly)
the VH textually assigned gender. For instance, if the participant received a
VH named Helena, who was assigned the gender of female, and responded
that the VH’s gender was female. Regarding Unnamed VB, a "I do not know"
answer was considered correct;

• We assigned a score of 1: If the participant’s response is "I don’t know" in the
VH with female and male cases, and "Other" in Unnamed case;

• Finally, if the participant did not agree with any of the provided options, a score
of 0 was assigned. For example, the participant did not select female for female
VH, male for male VH, and male/female for unnamed.

By utilizing this scoring system, we aimed to quantitatively evaluate the par-
ticipants’ perceptions of VH gender attribution about our research questions (RQ6
and RQ7).

In the comparison between Participant Gender and Textually Assigned
Gender (RQ6 - Features A vs. B), we can see in Table 4.14 that we found only one
significant result concerning the main effect of Textually Assigned Gender (equal
variance confirmed using Bartlett’s test - Stats=1.53 and p=.46). The post-hoc re-
vealed two significant results in the pairwise comparisons between the VHs with
names and the unnamed VH (p < .001 for both the comparison with Helena and
Miguel). Responding to RQ6, people attributed a gender to the VHs accord-
ing to the textually assigned gender. Therefore, we can say that participants
who received Miguel or Helena provided more correct responses in accor-
dance with the textually assigned gender than participants who received the
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unnamed VH. Furthermore, as we can see in Figure 4.14, in terms of partici-
pant gender, women and men (respectively, blue and red lines) assigned gen-
der to VHs similarly in all cases.

Regarding the comparison between Participant Gender, Textually Assigned
Gender and Model Gender (RQ7 - Features A vs. B vs. E), as shown in Tables 4.10
and 4.11, we found significant results concerning the main effect of the Gender
Model (with data variance, stats=0.54, and p = .76) and in relation the interaction
between Model Gender and Textually Assigned Gender (no variance, stats=90.95,
and p < .001). With regard to the main effect, in pairwise comparisons, we found
two significant results in the comparison of the nonbinary model versus the other
two binary models (p = .01 for the female model and p = .007 for the male model).
Concerning the interaction effect, as you can see in Table 4.15, we found several
significant p-values in pairwise comparisons between VHs with different models and
names. Both looking at these values and looking at Figure 4.14, we can notice that
people who received the nonbinary VH with both female and male names attributed
gender more correctly than people who received the female VH with a male name,
and then the male VH with a female name. Furthermore, people attributed gender
less correctly when any VH did not have a name. That is, answering question
RQ7, people who saw the nonbinary model attributed more correctly the VH
gender according to the textually defined name. It can indicate that the female
or male models may have caused issues in the VH gender attribution, while
the nonbinary model, with fewer female or male visual characteristics, may
have made people remember the gender through the textual given name.

Table 4.14: Table refers to the results of the Factorial ANOVA (2x3x3) performed
about the question "What was the VH’s gender?" (using Gender Attribution Answer
Score). The table presents the results of comparing the Participant Gender, Textu-
ally Assigned Gender and Model Gender features (main and interaction effects). The
table also presents the F -values and p-values (* = significant values, considering a
5% significance level) and the research question that represents the comparison.

Participant Gender - Textually Assigned Gender - Model Gender
Factor-Gender Attribution Score F-stats p-value RQ

Participant Gender F(1, 461) = 0.03 .91 RQ6
Textually Assigned Gender F(2, 460) = 108.28 < .001* RQ6

Model Gender F(2, 460) = 8.71 < .001* RQ7
Textually Assigned Gender-Participant Gender F(2, 460) = 0.33 .71 RQ6

Model Gender-Participant Gender F(1, 457) = 0.16 .85 RQ7
Model Gender-Textually Assigned Gender F(4, 458) = 23.97 < .001* RQ7

Participant Gender-Model Gender-Textually Assigned Gender F(4, 458) = 0.12 .28 RQ7
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Figure 4.14: The line charts show the average of the Gender Attribution answer in
the comparisons between Participant Gender (women and men represented by the
blue and red lines respectively) versus Model Gender (respectively, female model in
the first chart, male model in the middle chart, and nonbinary model in the last chart)
versus Textually Assigned Gender (x-axis on each chart). The y -axis represents the
agreeing responses on the gender previously assigned textually. So, for example, if
the name of the VH was Helena, and the participants responded that the gender of
the VH was female, the answer was correct. More information on counting correct
answers in Section 4.3.1.

4.4 Chapter Considerations

This section discusses the main findings of this chapter, and it is divided
into: Section Discussion About Gender Bias in the Perception of VBs in Video Stimuli
presents the discussions on the results of Section 4.1, Section Discussion about
Gender Bias in the Perception of VBs in Interactive Stimuli presents the discussions
on the results of Section 4.2, and finally Section Discussion about Gender Bias in
the Perception of Adult VHs in Video Stimuli presents the discussions on the results
of Section 4.3.

4.4.1 Discussion About Gender Bias in the Perception of VBs in Video Stimuli

Following the results of Section 4.1, as discussed in Chapter 1, in Draude’s
work [Dra11], the author made an analogy with Alan Turing’s Imitation Game [Tur09],
pointing out that computing has the potential for gender deconstruction, since a ma-
chine is essentially genderless. To assess this, the H011 hypothesis was raised, and
it was tested through a study where a VB without visual gender stereotypes was
evaluated, but with genders defined through names presented to different groups of
participants. In this case, most participants who received the genderless baby de-
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Table 4.15: Confusion Matrix of p-values generated by the post-hoc Tamhane test of
the interaction between the variables Model Gender and Textually Assigned Gender
concerning Gender Attributions.

Models / Female Female Female Male Male Male Nonbinary Nonbinary Nonbinary
Names Helena Miguel Unnamed Helena Miguel Unnamed Helena Miguel Unnamed
Female 1.00 < .001* < .001* < .001* .99 < .001* .99 .44 < .001*Helena
Female

< .001* 1.00 .96 .68 < .001* .01* < .001* < .001* .24Miguel
Female

< .001* .96 1.00 .09 < .001* .33 < .001* < .001* .92Unnamed
Male

< .001* .68 .09 1.00 < .001* < .001* < .001* < .001* .002*Helena
Male .99 < .001* < .001* < .001* 1.00 < .001* 1.00 .81 < .001*Miguel
Male

< .001* .001* .33 < .001* < .001* 1.00 < .001* < .001* .99Unnamed
Nonbinary .99 < .001* < .001* < .001* 1.00 < .001* 1.00 .96 < .001*Helena
Nonbinary .44 < .001* < .001* < .001* .81 < .001* .96 1.00 < .001*Miguel
Nonbinary

< .001* .24 .92 .002* < .001* .99 < .001* < .001* 1.00Unnamed

fined that the VB was male. This is in line with the work of Armando et al. [AOR22],
who stated that people tend to attribute male gender to genderless VHs. In addition,
this result may not be in line with what was scored by Draude (and this is repeated
both for interaction with VB and for the virtual adult in relation to gender attribution
in genderless VHs, as discussed in the next sections). Furthermore, still in the Imi-
tation Game, Alan Turing himself suggested that it would be easier for the machine
to have a masculine gender and then imitate the woman, than to be of the feminine
gender. Which shows that these thoughts have been rooted in human culture for
a long time. Along the same lines, in games, most people choose to create male
VHs, and the movie industry has developed stereotyped female VHs, as shown in
the work of Garza et al. [GAHH19]. However, with the results shown through H010,
we can see that people can perceive emotions in a gender-defined baby even if that
baby does not have gender stereotypes. Of course this can be related to gender
identification or in-group advantage [GBBM07, EA02, KST+15], for example, women
identify more with female VHs (as we can see throughout this present work), but this
means that the industry may not worry about creating stereotyped VHs.
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4.4.2 Discussion about Gender Bias in the Perception of VBs in Interactive Stim-
uli

In summary, just looking at the averages people perceived emotions sim-
ilarly in the interactive VB with different names and genders (H014−1). In general,
looking at the averages of perceived emotions in the chart in Figure 4.4, people per-
ceived more emotions in male VB than in female VB. Men also perceived more
emotions in male VB than in female VB. This result for men is in line with was
discussed last section on video stimuli, and in line with the study of Condry and
Condry [CC76], in which men also perceived more emotions in babies with a male
name. Even though this result requires more data and future analysis, it may indi-
cate an in-group advantage effect [GBBM07], that is, a preference for men to eval-
uate male VB more emotionally than female VB. In this case, as we discussed last
section, the real-life bias was maintained in virtual environments, both in videos and
interactions. Women, on the other hand, did not have results in accordance with in-
group theories, as they perceived fewer emotions in the female interactive VB than
in male and the unnamed interactive VBs. However, the small number of women
volunteers in female and male VB’s groups may have influenced this result, and
also the result comparing women and men. Regarding H014−2, overall, our results
showed that people perceived more emotions in interactive VB than in VB presented
in videos. Considering VB’s gender, this result is repeated only when VB name had
a male name. A possible explanation is due to the different stimuli, that is, videos
and 3D interactive environments. We hypothesize that the difference in stimuli can
affect the users’ perception. It may be related to the fact that the Games industry,
which is very interactive, uses more realistic characters with facial animations that
one could classify as falling in the UV [MMK12] theory if it was to watch in a movie,
but works well for games. Furthermore, people who interacted with a VB in the 3D
environment rated it as more emotional than people who only watched videos. It may
indicate that, in interactive environments, with greater participant immersion, there
may be a more straightforward perception of virtual characters’ emotions, as we hy-
pothesize a reduction of the UV effect. When we separated participants by gender,
we only found differences when the participants were women. Overall, women also
perceived more emotions in interactive VBs. When separating the VB by gender,
women perceived more emotions in VB with male name and VB without a name. In
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this case, women once again had an out-group advantage, that is, they had prefer-
ences in evaluating a VB with male name emotionally.

Regarding gender attribution by participants (H015), the results regarding
interaction with VBs were similar to the results of video stimuli, except when VB had
a female name. In this case, people attributed to the VB a female gender more
”correctly" in videos than in interactive environments. In both studies, when a VB is
presented with a defined gender using a male name, people tended to attribute the
male gender ”correctly", that is, according to the name and gender of the VB. Con-
trary to what we discussed about video stimuli, just looking at the averages, people
attributed gender similarly when VB had a female name comparing to when VB had
no name, and differently when it had a female name comparing to when VB had a
male name. Also, as in the video stimuli, people attributed more masculine gender
to the unnamed VB than any other gender, even though babies are considered gen-
derless [CC76]. These indications show that even without visual indications referring
to any binary gender (such as a dress, blue color, or other accessory), a gender bias
occurred. Therefore, as discussed in the previous section on video stimuli, this re-
sult is in the same line as Armando et al. [AOR22], showing that the male gender
may be the most attributed to genderless VBs. In addition, men also answered more
incorrectly the gender attribution of the interactive female VB than in videos. This
result is in line with what we mentioned in the previous paragraph, i.e., increasing an
out-group disadvantage. In this case, men had more difficulty attributing the female
gender to the VB with female name in the interactive environment than in the video
environment. One hypothesis is that, in interactive environments, men may have felt
more comfortable with the male VB (in-group advantage because of the male name)
and more uncomfortable with the female VB (out-group disadvantage because of
the female name). Another interesting result related to H015 indicated that, as in the
videos, women who interacted with a female VB attributed gender more correctly
to the VB with female name than others. All these results are in the same line of
gender anonymity issues ([MMLD20, KMJ+24, BL16, LNB14]), where a previously
defined gender (female and male names) has different results compared to the case
in which the VB had no previously defined gender (no name).

Regarding H016, we found patterns in comparing our results with those pre-
sented in the literature on interactions between real babies and humans. However,
through statistical analysis we did not find many significant results. The different
animation times and the ordering of the toys on the screen (these two cases can be
manipulated in future studies) may have affected these results, and this is a limita-
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tion of our work. Looking at the results regarding the choice of toys, for example, in
our work, women chose toys considered neutral (Jack-in-the-box) and feminine (uni-
corn) more than men, as well as in the work of Culp et al. [CCH83]. Women chose
the female toy more for the female VB than for the male VB, as also in the studies
by Culp et al., Will et al. [WSD76], Seavey et al. [SKZ75], and Sidorowicz and Lun-
ney [SL80]. Men gave more female toy than male and neutral toys to the unnamed
VB, and also gave more male toy than the neutral one to the unnamed VB, as in
the work of Sidorowicz and Lunney. Additionally, we associated the emoji selection
with the emotion the participants felt during the interaction. In our work, men gave
the positive emoji more for the VB with a male name than the other VBs; that is a
result similar to the work by Culp et al., in which men smiled more at the male baby.
Therefore, we can consider that behaviors and biases of interactive experiments be-
tween babies and adults can also happen in virtual interactive environments. Still,
in H016, regarding distances, the participants spent little time in intimate and per-
sonal spaces. Women spent more time in social spaces than men, while men spent
more time in public spaces than women. So, we can say that the women preferred
to stay in a space closer to the VB than the men. This result is not entirely in line
with Greeno’s work [Gre89], which stated that both the baby’s gender and the adult’s
gender influence the proximity between them. The proximity measure is generally
more used in studies containing VR. Indeed, our results showed indications that
proximity changed based on the participant’s gender, which can be investigated in
a future VR experiment. For example, in some VR studies, this result is contrary
to the results presented in studies by Zibrek et al. [ZNO+20a, ZNO+20b, ZNO+22],
in which women preferred to stay at greater distances than men in relation to VHs
with different genders. Of course, the cited studies presented adult VHs, and we
presented VBs for the participants.

4.4.3 Discussion about Gender Bias in the Perception of Adult VHs in Video Stim-
uli

In this section, we summarize the main findings of results related to the
Section 4.3. Regarding RQ1 (Tables 4.5 and 4.6), in general, men recognized hap-
piness better when the nonbinary VH was named Miguel (male name) than when
was Helena (female name), while women did not present such effect when the non-
binary VH was named Helena (see Figure 4.8). This result, for women participants,
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was a contrary effect to what happened regarding the evaluation of emotion in video
stimuli related to VBs, but similar results to the stimulus related to interaction with
VBs. In other words, there was no group effect for women, but there was for men
when they recognized happiness in the nonbinary VH. Also, unlike VB in video stim-
uli, we did not find significant results comparing women and men. This may be
related to the fact that a VH without hair may have been perceived more as male, as
it is rarer in the real world for a female to be without hair. Therefore, the lack of hair
([HAJK04, GFGW+23]) in the VH may have been a bias in this case. Furthermore,
this may have happened due to the difference in stimuli between the two studies.
That is, we had real emotions to be classified behind a nonbinary adult VH made
by an actress and actor, while in the other case, we studied a VB without explicitly
expressing emotions.

The findings we obtained concerning RQ2 align with previous studies con-
ducted by Zibrek et al. [ZHRM13, ZHRM15], Ennis et al. [EHEM13] and McDuff et
al. [MKKL17] on emotion recognition, and even about women expressing more hap-
piness than men. Specifically, in our case, we explored the effectiveness of emotions
expressed by actors in animating a nonbinary VH. Our results indicate that all partici-
pants could recognize emotions portrayed by the actress more readily than emotions
conveyed by the actor. This trend is represented in Figure 4.8, which data is pre-
sented in Table 4.8. Furthermore, we found an indication that women had an advan-
tage in perceiving happiness better in an actress than in an actor. It shows that our
result is in line with the literature on in-group advantage ([GBBM07, EA02, KST+15]),
and the fact that women have an advantage in recognizing emotions ([AMRM19]). It
also indicates that female representativeness (even in this case, we are only talking
about female animation) could be important for simulated human behavior in VHs of
various media since we observed a higher value of corrected emotion recognition
with actress motion. However, this statistical comparison was not significant, which
requires further investigation in the future.

Regarding RQ3, we only obtained one significant result when the motion
stimuli were based on styles, as shown in Tables 4.10 and 4.11, i.e., the participants
perceived happiness better in the female model named Helena versus the female
model named Miguel, and in the unnamed female model. As can be seen in Fig-
ures 4.11 and 4.12, the remaining results were very similar if we compared women
x men and female with male models. Even if they are very similar in both charts, it
is possible to observe a tendency to have more corrected answers when the VH is
named Helena.
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Regarding RQ4 (see Table 4.11), we only found results when analyzing
the male model, where people had higher score values of recognition of the actor’s
happiness than the actress’s. In these cases, we can say that the visual model of the
VH influenced the recognition of happiness. When we look only at motion styles, in
most cases for the participants, the correct perception of female or male happiness
style was higher than the perception of actress or actor happiness. We hypothesize
that stimuli related to facial styles can be more explicit of a specific gender in showing
emotions than individual actors due to the following facts: i) The facial styles were
built based on the average of a group of facial expressions and then exaggerated,
while the actor/actress motions were a real person smiling; and ii) as the facial style
is built using pictures we generated only the last facial posture and interpolated from
the neutral one, while the actor/actress motions were transferred to the VHs. This
is interesting to the CG media industry because it shows the possibility of using
pre-defined facial styles instead of having actors generate facial motions.

We found significant differences related to RQ5, i.e., the nonbinary VH
was more likely to have happiness perceived than the other two binary models (see
Table 4.12). We hypothesize that the participants had an out-group advantage, i.e.,
our participants, who self-identified as binary, had their perception impacted when
comparing binary and nonbinary VHs models and focused more on the expressed
emotion of the nonbinary model. Just as we discussed in Section 4.4.1, according
to Draude, a machine is born essentially genderless, as it does not have visual and
behavioral characteristics that place it on a binary gender spectrum. Returning to
our results, our hypothesis that there was an out-group effect may have shown that
a genderless machine (VH in our case) deconstructed the participants’ gender bias
in recognizing the emotion happiness. In other words, when the VH was a binary
model (female or male), gender bias may have interfered with the recognition of
happiness. When VH was nonbinary (genderless), people may have focused more
on recognizing happiness. In another hypothesis, along the lines of UV ([MMK12,
HM10]), the perceived realism/human likeness of the nonbinary VH was greater than
the perceived realism of the other two VHs, because these other two had female
and male modifications based on the nonbinary VH observed by binary identified
participants. This is a question for further analysis in the future (including other
emotions and levels of realism/human likeness).

By analyzing the outcomes of Gender Attribution for the three VHs in the
context of RQ6 and RQ7, our results suggest that participants experienced some
difficulty in accurately attributing gender to the 3D model. We can see in Figure 4.14
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that people provided more accurate answers when the VH was named Helena and
Miguel than the unnamed VH. In addition, participants attributed genders less accu-
rately to female and male VHs than to nonbinary, also when considering that the VHs
were named. Our findings align with the literature ([MJH+07, MJH+09, NVDSN09,
NY20, GFGW+23]), particularly in the context of VHs exhibiting clear male or female
features. However, it is essential to note that our study introduces a novel perspec-
tive by examining the impact of a nonbinary VH model. Based on our observations,
we propose a new hypothesis: when the VH model possesses distinct female or
male features, participants tend to prioritize the model’s appearance over the as-
signed name in gender attribution. In contrast, when presented with the nonbinary
VH model, participants appear to focus more on the given name, resulting in more
accurate responses. Furthermore, our results regarding the nonbinary adult VH on
gender attribution were similar to the results related to the VBs experiments (both,
in video and interactive stimuli), which the VBs were also considered genderless.
These results suggest that VH’s visual characteristics influence participants’ atten-
tion and subsequent gender attribution. One of our results that illustrate this was
noted when the female and male VH models presented one of the lowest gender
attribution scores, and to most cases in which VH did not have a name. Therefore,
visual characteristics with more feminine features combined with a masculine name
seem to confuse gender attribution. So, in accordance with Armando et al. [AOR22],
we hypothesize that the attribution of gender through the possibility of presenting a
character with a nonbinary virtual model may be a possible solution to combat gen-
der stereotypes. In addition, these findings provide valuable insights into the inter-
play between visual attributes, assigned names, and gender attribution in the context
of VHs, extending the existing body of research on this topic both for psychological
and CG literature.



5. FINAL REMARKS

This work proposes a set of experiments to evaluate how people perceive
VHs in different contexts that involve gender and skin color biases. The main goal
of this work was to conduct studies which assists in the design of VHs that consider
gender and skin color diversities, while also taking human perception into account.
The work presented studies on the influence of technological evolution and its im-
portance on gender and skin color diversities, on the influence of demographic char-
acteristics, and on in- and out-group influences in terms of gender and skin color of
VHs. Below we present some conclusions that we have already obtained from our
studies:

• Regarding the question "Are people feeling more comfortable with newer CG
characters than older ones?", we can say that the percentage of perceived
comfort has increased during those years and that the percentage of comfort
about old characters remained similar to 2012 (year of the paper that was re-
produced and compared) [FdMM+12]. In relation to gender, both male and
female characters also conveyed more comfort when they were created us-
ing new technologies. However, the difference in perceived comfort between
years was greater for female characters. In the case of skin color, both char-
acters with white and dark colored skins conveyed more comfort with newer
technologies than older ones. As we only had one character with dark colored
skin created with old technologies, we were unable to conclude whether newer
technologies provided more comfort than older ones. However, we found an
indication that people felt more comfortable and perceived less realism in char-
acters with dark colored skin than characters with white colored skin;

• In relation to "Do people perceive comfort and realism in female and male CG
characters in the same way?" and "Does this change when participants are
separated into women and men?", we can say that there is a strong relation
between perceived comfort and gender of participants and characters. Men
perceived very similar comfort of realistic male and female characters, while
women felt more comfortable with realistic female characters. For men, the
most important in relation to perceived comfort was the comparison between
unrealistic and very realistic characters versus moderately realistic, in which
men felt less comfortable;
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• In the question "Are comfort and realism similarly perceived in CG characters
with different skin colors?", the results were similar to those found in the study
on differences between old and new technologies. In other words, people felt
more comfortable and perceived less realism in characters with dark colored
skin than characters with white colored skin.

• About the questions "How do people perceive genderless VHs?", "Does this
change with respect to participant gender?", and "Do we have bias regarding
gender attribution?", women perceived more emotions in a VB defined as fe-
male than men, and men perceived more emotions in male and unnamed VBs
than women. In this case, the VB was always the same, that is, just changing
the name. Furthermore, the group of participants who received the unnamed
VB attributed a male gender to it, again, even though the VB did not have
gender stereotypes;

• In relation to "Would the gender-based preference also emerge when inter-
acting with a genderless VB?", the results showed that there were biased be-
haviors when participants chose toys (however, this indication of results re-
quires more data and future analysis). Women and men tended to choose
toys based on VB gender, with women choosing more toys for female VB, and
men for male VB. In other results, as in the video stimuli, we can see that par-
ticipants in the 3D interactive environment tended to correctly attribute gender
to VB with male gender previously assigned through text. However, contrary
to video stimuli, they tended to attribute gender less correctly to a VB with
female name.In terms of perception of emotions in the interactive VB, the re-
sults showed similar trends to video stimuli when male participants perceived
more emotions in the interactive male VB. On the other hand, the same did not
happen when female participants interacted with VB with a female name;

• Finally, with regard to question "Would the gender-based preference also emerge
when observe a genderless virtual adult instead of a virtual baby?", the results
showed that participants tend to attribute genders more accurately when the
textual and visual features are coherent and aligned, i.e., the shape face more
feminine with a female name. This result is in line with the results of VBs, both
from video and interactive stimuli.

Answering these questions, we can list three main findings of this work in
relation to VHs, as shown below:



143

• The gender binary (female and male) expressed in VHs can influence peo-
ple’s perception in several aspects. Mainly, in terms of perception/recognition
of emotions and perceptions of comfort and realism, in-group effects are high-
lighted when participants respond about VHs that belong to their groups. In
this case, we can conclude that modeling VHs (in games, movies, etc) based
on a binary gender can bring representation to the group to which that gen-
der belongs, but can cause disadvantages when the audience needs to rec-
ognize/perceive emotions of the group of the opposite gender. Examples: i)
in Section 3.2, we showed that women felt more comfortable with very real-
istic female VHs than with male ones; ii) in Section 4.1, when the VB had
a female name in the video stimuli, women perceived more emotions in this
VB than in the VB with a male name. Men, on the other hand, perceived
more emotions in VB with a male name; Section 4.3, in relation to emotion
recognition, we observed an indication of in-group effect when women had the
advantage of perceiving happiness in the actress compared to the actor, and
it shows that our results are in line with the literature on in-group advantage
([GBBM07, EA02, KST+15]).

• Regarding gender attribution (Chapter 4), we can conclude that the industry
and academic community may not need to create VHs with gender stereo-
types to inform the audience of the VH’s assigned gender. Our results showed
that people attributed a gender according to the previously assigned gender
through text (both VB and adult VH). In those cases, the VHs (adult and baby)
were considered genderless in our methodology. In other words, a female
character in a game does not need to show stereotypical gender traits to show
the audience that it is a female character. In this case, only a prior narrative in-
forming the character’s gender would be necessary for the audience to under-
stand that the character was female. As mentioned by Draude [Dra11], a ma-
chine is born essentially genderless; that is, people attribute gender to it. Along
the same lines, as mentioned in Chapter 4, Armando et al. [AOR22] raised the
question "Can Androgynous Virtual Agents be a Potential Solution to Combat
Gender Stereotypes?". So, in the case of this present work, our results in-
dicate that genderless machines/androgynous virtual agents/genderless VHs
could be solutions to combat gender stereotypes.

• Regarding skin color (Section 3.3), we were unable to measure in-group and
out-group effects due to the lack of diversity of participants with different skin
colors. However, in the context of our participants, when evaluating virtual
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characters through a UV theory perspective, our results showed that charac-
ters with dark colored skin conveyed more comfort and were perceived as less
realistic than characters with white skin colors. As discussed in Section 3.4.3,
algorithms designed to create dark skin colors are often adapted from those
initially intended for generating white skin colors [KRD+22], potentially leading
to unreliable results for characters with darker skin tones. As discussed in
UV literature [MMK12, MGHK09, KFMT15, MC16], the audience tends to feel
comfortable with unrealistic CG characters, e.g., cartoons. So, maybe link-
ing our results of perceived realism and strangeness with the results of this
present work, the low level of realism perceived in relation to dark colored skin
characters made these characters convey more comfort. This hypothesis still
needs to be tested in future work for at least one important reason: the lack
of diversity of our participants with different skin colors. We can conclude that
stimuli involving VHs with dark colored skin need to increase the level of real-
ism, may be creating new algorithms to render the dark colored skin, or varying
characteristics in the environment that cause the perceived realism to be in-
creased, such as the study by Khoo et al. [KLV23], which manipulated lighting
elements for unrealistic VHs with different skin colors.

Of course, this work had limitations, such as those mentioned in the previ-
ous paragraphs in relation to the lack of diversity in the skin color of the participants.
Furthermore, we can list some other limitations such as the not so controlled stimuli
in Chapter 3, which contained VHs from different media. In Chapter 4, in Sec-
tion 4.3, some limitations were related, such as not using VHs with dark colored
skin, the non-diversity of nonbinary genders of the participants, among other things
that could perhaps change some results.

However, we specify that the results found in this work are important for
contexts in relation to discussions about gender and skin color in our society. Fur-
thermore, this work leaves open hypotheses for both gender and skin color analyzes
of VHs. For example, use of nonbinary names for genderless VHs in possible gen-
der attribution analyses, use of VR in interaction with genderless VHs, skin color
bias in the analysis of a continuum between different skin colors using the same VH
model, etc.

For future work, our intention is to continue this research trajectory, inves-
tigating how individuals perceive VHs and fostering discussions aimed at creating
more inclusive virtual environments. By leveraging advanced rendering and an-
imation algorithms, we aim to enhance the realism of VH visualizations, thereby
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facilitating more authentic interactions and experiences within virtual spaces. Other
potential avenues for the future are: i) Cross-cultural Studies - Explore how percep-
tions of VHs vary across different cultural contexts; ii) Variations between Gender
and Skin Color Differences: Investigating how variations in skin color and gender
across a continuum of the same VH model can impact user experience and in-
teraction; iii) Emotional Expressiveness: Explore how subtle differences in facial
expressions, body language, and vocal intonation influence individuals’ emotional
responses to VHs with different genders, skin colors, etc; iv Ethical Considerations:
Investigate ethical considerations related to the design and use of VHs. Explore
topics such as privacy, consent, identity, and representation, and examine how eth-
ical considerations influence perceptions of VH technology; v) Long-term Effects:
Explore the long-term effects of interacting with VHs on individuals’ attitudes, be-
haviors, and perceptions. Investigate whether repeated exposure to VHs leads to
desensitization, habituation, or changes in social cognition (including gender diver-
sity, skin color, etc).

These future research directions can help advance our understanding of
how individuals perceive and interact with VHs, informing the design of more engag-
ing, immersive, and socially impactful virtual environments.
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