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TÉCNICAS DE MICRO-BATCHING AUTOADAPTÁVEIS E SENSÍVEIS À

LATÊNCIA PARA PROCESSAMENTO EM STREAMING ACELERADO

POR GPU

RESUMO

O processamento de streaming desempenha um papel vital em aplicações que

exigem processamento contínuo de dados com baixa latência. Graças às suas extensas

capacidades de processamento paralelo e custo relativamente baixo, as GPUs mostram-

se adequadas para cenários nos quais tais aplicações requerem recursos computacionais

substanciais. No entanto, o processamento em microlote torna-se essencial para uma

computação eficiente em GPUs integradas a sistemas de processamento de streaming.

O processamento em microlote introduz o desafio de encontrar tamanhos de lote apro-

priados para manter um nível de serviço adequado, especialmente em casos nos quais

as aplicações de streaming enfrentam flutuações na taxa de entrada e carga de traba-

lho. Abordar esse desafio requer o ajuste do tamanho do lote em tempo de execução,

o que pode ser feito por meio de autoadaptação. Nesta dissertação, avaliamos um con-

junto de algoritmos autoadaptativos existentes e propostos para adaptação do tamanho

do lote usando uma nova aplicação de processamento de streaming acelerada por GPU.

Além disso, propomos um novo conjunto de métricas para ajudar a classificar e comparar

os algoritmos de adaptação entre si em termos de qualidade de serviço sob diferentes

perspectivas. Os resultados indicam que a aplicação testada e sua carga de trabalho al-

tamente dinâmica representaram um desafio para algoritmos previamente avaliados em

trabalhos relacionados, tornando-os 33% menos eficazes na manutenção da latência de

microlote dentro dos requisitos de latência mais rigorosos. Os algoritmos atingiram um

desempenho comparável na manutenção da latência dentro de níveis aceitáveis, na pers-

pectiva dos elementos do stream. Além disso, com o conjunto certo de parâmetros, um

de nossos algoritmos propostos pôde permanecer 40% mais próximo da latência alvo do



que os outros algoritmos testados, devido à sua capacidade de combinar ajuste fino do

tamanho do lote com reatividade.

Palavras-Chave: Processamento de streaming, Micro-batching, Multicores, GPUs.



LATENCY-AWARE SELF-ADAPTIVE MICRO-BATCHING TECHNIQUES

FOR GPU-ACCELERATED STREAM PROCESSING

ABSTRACT

Stream processing plays a vital role in applications that require continuous, low-

latency data processing. Thanks to their extensive parallel processing capabilities and

relatively low cost, GPUs are well-suited to scenarios where such applications require sub-

stantial computational resources. However, micro-batching becomes essential for effi-

cient GPU computation within stream processing systems. Micro-batching introduces the

challenge of finding appropriate batch sizes to maintain an adequate level of service, par-

ticularly in cases where stream processing applications experience fluctuations in input

rate and workload. Addressing this challenge requires adjusting the batch size at run-

time, which can be done by using self-adaptation. In this thesis, we evaluated a set of

existing and proposed self-adaptive algorithms for micro-batch size adaptation using a

new GPU-accelerated stream processing application. Furthermore, we proposed a new

set of metrics to help rank and compare the adaptation algorithms among themselves

in terms of quality of service from different perspectives. The findings indicate that the

tested application and its highly dynamic workload proved challenging for the existing

algorithms previously evaluated in related work, making them 33% less effective in main-

taining micro-batch latency for the most strict latency requirements. Among themselves,

the algorithms attained comparable performance in maintaining latency within acceptable

levels in the perspective of the stream data items. Furthermore, given the right set of pa-

rameters, one of our proposed algorithms could stay 40% closer to the target latency than

others due to its ability to combine batch size fine-tuning and reactivity.

Keywords: Stream processing, Micro-batching, Multicores, GPUs.
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1. INTRODUCTION

In recent decades, we have witnessed the emergence of a distinct class of ap-

plications demanding continuous processing of boundless data streams in near real-time.

Stream processing has become a popular computing paradigm to address this demand [14].

In this context, a stream represents a constant flow of data. This data originates from

diverse sources, including social media feeds, IoT sensors, and financial trading plat-

forms [7, 42]. Specialized infrastructures known as stream processing systems (SPSs)

have arisen To handle these demanding workloads.

An SPS is responsible for receiving and processing data items as they arrive, ac-

cording to user-defined logic. This frees developers from the complexities of directly man-

aging fault tolerance, parallelism, and data partitioning within their stream processing

applications. SPSs such as Apache Spark [3] and Apache Flink [1] are popular options for

building scalable and robust stream processing solutions. They have traditionally been de-

ployed in commodity clusters, aiming at horizontal scalability [58, 12]. In such scenarios,

the focus is typically on input/output (I/O), and the computing demands are relatively low,

mainly comprising logic for data filtering and transformations. However, high-capacity

computing infrastructure becomes critical for maintaining acceptable service levels for

stream processing applications (SPAs) with high computational demands, such as those in

computer vision [60], natural language processing [11], and robotics [17].

Accelerators such as graphics processing units (GPUs) offer significant advan-

tages in such cases due to their capacity for massive data parallelism [33, 46]. How-

ever, integrating a GPU into an SPS can exhibit several challenges. For instance, when

approaching some applications from domains such as streaming analytics or natural lan-

guage processing [20, 50], data streams convey small items as attribute records (which

we call tuples). Such tuples are often small (e.g., a few hundred bytes); thus, individ-

ually processing them on GPUs may impose an under-utilization of their computing ca-

pacity [15, 16]; in this case, it is more efficient to exploit only CPU parallelism instead of

offloading tuples to the GPUs.

A potential solution to the challenge of GPU integration into SPSs is the processing

of stream tuples in micro-batches. Micro-batching is a technique used in SPSs to process

small batches of data simultaneously rather than processing tuples individually. The SPS

collects a defined number of incoming tuples, groups them into a batch, and processes

them as a computation unit. It is the default processing model for SPSs such as Spark

Streaming (even without a GPU). In contrast, for tuple-at-a-time SPSs like Flink, the user

can manually perform micro-batching when co-processors are present in the system or

use other mechanisms that abstract this operation [15, 16].
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Once micro-batching is adopted, a subsequent challenge arises in determining

the optimal batch size (e.g., the number of tuples in the batch). Increasing the batch size

in GPU-accelerated SPAs leads to a rise in both buffering requirements and the time it takes

for the GPU to start processing. This results in a trade-off between latency and throughput,

which can be managed by finding a batch size that can satisfy the particular streaming

application’s QoS (quality of service) requirements [46]. If a given SPA’s workload and

input rate are stable, finding a suitable batch size can be a one-time task, and it may be

manually found with relative ease. However, streaming applications are often subjected

to workload and input rate fluctuations, making the suitable batch size an evolving target.

Self-adaptation can be adopted to determine a suitable batch size at different

stages of the SPA’s execution, as demonstrated in Section 3. Broadly defined, self-adaptation

is the capability of a system to autonomously change itself to better respond to its dynamic

environment, keeping the quality of service (QoS) [53]. In practice, a self-adaptive system

will collect metric data about the SPA, such as the processing time of the last tuple or

batch. Based on them, it will perform adaptation actions, changing entities (e.g., batch

size or parallelism degree) at run-time to achieve defined SLOs (service level objectives)

like latency or throughput.

The main goal of this Master’s thesis is to evaluate a set of existing and proposed

self-adaptive algorithms for micro-batch size adaptation using a new GPU-accelerated

stream processing application. Four out of the six evaluated algorithms come from Stein

et al. [47] study (more detailed in chapter 3). They were originally applied to a GPU-

accelerated data compression application. The fifth algorithm combines two of the algo-

rithms from Stein et al. [47], created by us to fill a gap detected by our evaluation. The

sixth algorithm is a proportional-integral-derivative (PID) controller, a classical control the-

ory approach commonly used for industrial processes and automation [10]. The applica-

tion we selected for the evaluation is the Military Server Benchmark [8] (MS benchmark), a

highly configurable SPA designed to exploit stream combined with data parallelism, which

allows workload variations.

We summarize our contributions as follows:

• An evaluation of the six mentioned self-adaptive algorithms with a new SPA (the MS

benchmark).

• An evaluation of how latency sampling affects the adaptation. The study from Stein

et al. [47] did not address this aspect, which affects the average of a set of latencies

corresponding to the process variable in control theory.

• A set of three metrics that complement the metric used to compare the algorithms

and workloads in the paper from Stein et al. [47], offering a novel way to analyze

experiments with SLO-constrained SPAs that use micro-batching techniques.
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• The introduction of dynamic batch support to the MS benchmark’s architecture.

• The introduction of a new workload class to the MS benchmark, which justifies the

use of micro-batching and provides a dynamic processing time for each stream tuple.

The remainder of this Master Thesis is structured as follows. Chapter 2 introduces

the main concepts that form the basis of our work. Chapter 3 presents the related work

and emphasizes the contributions of our work in comparison to the state-of-the-art. Chap-

ter 4 details the development of the research, focusing on our contributions. Chapter 5 is

dedicated to evaluating the performance of the self-adaptive algorithms (as measured by

the SLO-centric metrics) within the context of our chosen SPA and workload. Finally, Chap-

ter 6 provides a summary of our findings and outlines future directions for our research.
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2. BACKGROUND

2.1 Stream Processing

Stream processing is a computing paradigm that concerns the processing of un-

bounded data streams in near real-time [7]. The term stream in this context refers to

an ongoing flow of data, akin to how water moves in a river. The data, which may be

unstructured (e.g., video frames and plain text) or structured (e.g., key-value pairs), can

be derived from various sources. These sources include social media feeds, IoT sensors,

and financial trading platforms [7, 42].

A single data unit in a stream may be called a data item or data tuple, among

other terms [31]. A data item may consist of an entire image in a stream processing ap-

plication (SPA) in fields such as computer vision. In contrast, the robotics domain could

contain sensor data such as the robot’s coordinates and other environmental information.

The term tuple is commonly used for the latter case to specify that the data item is struc-

tured as a set of predefined attributes (like a row in a relational database) [7].

The infrastructure responsible for processing the stream is called a stream pro-

cessing system (SPS). The SPS is designed to receive and process the data items according

to the users’ logic, freeing them from implementing fault tolerance, parallelism, and data

partitioning directly in their stream processing applications. Among the most popular SPSs

in industry and academia are Flink [1] and Storm [4], all of which are developed under the

Apache Foundation. These SPSs are also called DSPSs, where "D" stands for distributed

since they are most commonly used in clusters of commodity machines [58].

The Apache stream processing solutions are built on the JVM (Java Virtual Ma-

chine). Studies in the field of stream processing have introduced alternative SPSs that

are not based on the JVM and, thus, are not subject to some of its inherent limitations, in-

cluding the detrimental performance effects of garbage collection [13]. Some instances of

such SPSs include FastFlow [6], WindFlow [40], and SPar [27]. These systems are typically

written in C++ and tend to prioritize multi-core performance.

Stream processing evolved from batch processing, a way of processing large vol-

umes of data in a finite and well-defined time frame. In batch processing, data is collected

over a period of time, stored in a file or database, and then processed as a batch. One

example of a batch processing system is the widely known Apache Hadoop [2]. Today,

SPSs like Apache Flink provide support for both batching and streaming paradigms.

An intermediary computing paradigm exists between batch and stream process-

ing, known as micro-batch processing. It is a compromise between the two purer ap-

proaches, as it provides a way to process data in small batches with a delay of usually a
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few seconds, rather than processing data in large batches (as in batch processing) or pro-

cessing data tuple-at-a-time (as in stream processing). Spark Streaming is another pop-

ular solution from Apache Foundation, providing micro-batch processing as the paradigm

for processing data streams [3].

Micro-batch can enhance performance by enabling operators to exploit batch par-

allelism [25]. Similarly, micro-batch is beneficial when operators offload work to acceler-

ators like GPUs, especially if the accelerator is underutilized due to processing individual

data items [41, 46]. Users of micro-batch systems often face a tradeoff between latency

and throughput, which can be balanced by selecting appropriate batch sizes that meet the

application’s needs. Increasing the batch size can enable higher parallelism and improve

throughput, but often at the cost of higher latencies when compared to processing one

item at a time. The batch size can be defined as the number of items inside the batch or

a predefined time interval in which items are collected. The latter definition is The one

adopted by Spark Streaming, where batch interval is the term used to refer to batch size.

An application executing on an SPS is called a stream processing application

(SPA). We can model an SPA as a directed graph, where the nodes correspond to oper-

ators and the edges define the data flow between operators [58]. An operator is responsi-

ble for receiving data items, processing them according to user-defined code, and possibly

sending the results to another operator(s).

Certain patterns can be identified based on how nodes and edges are arranged in

the SPA’s graph. One of the canonical patterns is the pipeline [26, 39]. A Pipeline is created

when the output of one operator serves as the input for another, possibly forming a chain

of multiple operators. In this context, each operator can be considered as implementing a

pipeline stage. Operators that do not receive input or do not produce output are commonly

known as source and sink operators, respectively [59]. The source (first stage) is usually

responsible for reading the data items and sending them downstream for processing, while

the sink (last stage) collects the final processed items and produces the pipeline output.

Some operators can be replicated to enable parallelism in a given pipeline stage, and each

stage can asynchronously process different items.

Another notable parallel pattern is the task farm, also known as master-slave/worker

or bag of tasks [26]. In this pattern, the processing is done by one or more replicated

worker operators. The emitter operator sends tuples to the workers while the collector

operator retrieves the processed tuples. The emitter can opt for different strategies to

distribute work among the workers, such as round-robin or Priority-based distribution. The

emitter and collector have the same role as the source and the sink when a given SPA com-

prises a single farm pattern. However, the patterns described can also be composed. A

common pattern composition combines pipeline and farm patterns, resulting in a pipeline

where each stage is a farm.
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2.2 GPU-accelerated Stream Processing

In the past, GPUs (graphics processing units) were designed and optimized for

graphics processing tasks, such as rendering complex 3D scenes and manipulating high-

resolution images [21]. However, with the increasing demand for low-cost, high-performance

computing solutions, especially in areas like scientific simulations, machine learning, and

data analytics, researchers and developers started exploring the use of GPUs for general-

purpose computing [44]. This led to the development of the GPGPU (General-Purpose GPU)

programming models and frameworks, which allowed programmers to leverage the mas-

sively parallel architecture of GPUs for a wide range of compute-intensive applications.

These applications include the matrix-oriented applications present in scientific compu-

tations, as well as media-oriented image and sound processing [30]. The shift towards

general-purpose computing on GPUs has also driven innovations in hardware design, soft-

ware optimization, and parallel algorithms, making GPUs a powerful and versatile tool for

accelerating diverse workloads [44, 30].

Figure 2.1 generally depicts some important differences between a CPU and a

GPU architecture. The CPU has a few powerful cores that can simultaneously execute

distinct instructions and (individually) are optimized for processing serial code with com-

plex instruction flow. This characteristic makes the CPU well-suited for tasks with unpre-

dictable or irregular execution patterns. In contrast, the GPU has many cores (usually in

the order of thousands), but these cores are individually simpler, slower, and share more

chip resources (e.g., cache and instruction decoders). For these reasons, most GPU cores

will simultaneously execute a single instruction over different parts of the memory. These

characteristics make the GPU highly efficient at performing repetitive computations across

large datasets simultaneously, making them ideal for tasks with regular and predictable

execution patterns.

CPU cores tend to have bigger and faster caches inside the chip, mostly focusing

on low-latency data access. Most of the data stays in the RAM memory, and the CPU

leverages its sophisticated prediction mechanisms and ample cache size to accelerate

computation. In comparison, a greater percentage of the cache available in the GPU is

shared between multiple cores, with the number of cores varying depending on the cache

level. Furthermore, GPUs typically rely on larger, high-bandwidth memory integrated into

the chip, prioritizing high-throughput data access to support data parallelism.

As a co-processor, the GPU receives data and tasks from the host (the CPU). The

program that runs inside the GPU is known as a kernel. Inside the kernel, the programmer

partitions the data to be processed between blocks of threads. The number of blocks and

threads per block depends on the application and is limited by GPU-specific hardware.

Launching a GPU kernel is a four-step process:
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Figure 2.1 – A general comparison between the CPU and GPU architectures. Extracted
from [8].

• Enough memory must be allocated for the input and output data. This memory is

allocated in the GPU, which has its own memory separate from the host system.

• The input data is copied from the host memory to the allocated GPU memory.

• The kernel code is executed on the GPU, which performs the necessary computations

on the input data.

• The output data is copied back from the GPU memory to the host memory for further

processing or storage.

GPUs have also been found to be used in stream processing applications that

benefit from their massive data parallelism. For SPSs such as FastFlow [6] and GStream

[59], which allow arbitrary code inside user-defined operators, the GPU kernels can be

launched in the same way as for non-streaming applications. As expected, a pipeline with

multiple GPU-accelerated stages will possibly keep multiple kernels executing simultane-

ously, especially in the presence of replicated operators. Simultaneously running multiple

kernels can help improve GPU resource utilization. Nevertheless, this approach may not

suffice when the workload per item is small. Micro-batch processing can be advantageous

in such cases since the overhead of launching and managing the kernel by item can be

reduced, helping to increase the system’s overall throughput.

There are multiple programming models available for writing GPU kernel code.

For NVIDIA GPUs, the CUDA interface is the default provided by the vendor. OpenCL, a

cross-platform framework for programming heterogeneous systems, is a possible alter-

native to CUDA. OpenCL allows users to execute the same kernel in GPUs from different

manufacturers. The programming models for GPUs, CUDA, and OpenCL are low-level and

allow the programmer to perform greater control of the device, with the drawback of re-

duced productivity. There is also a high-level alternative called OpenACC. It works through

annotations to sequential code in the same fashion as OpenMP for multi-core processors.

Another high-level approach is the SPar DSL [27], which was extended by Rockenbach[45]
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to target GPUs. The SPar compiler can generate both CUDA and OpenCL code using a

lower-level library named GSParLib[45]. Direct usage of GSParLib is possible if the pro-

grammer needs greater control over the generated code.

2.3 Self-Adaptation

Self-adaptation refers to the ability of a system to modify its behavior or struc-

ture in response to changes in its environment or internal conditions [23]. By collecting

additional runtime data (data not present before deployment), a self-adaptive system can

better understand the uncertainties and challenges it faces [54, 53]. This information can

then be used to reason about the system’s goals and make the necessary reconfigurations

to maintain or improve its overall performance. Ideally, a self-adaptive system should also

be able to degrade gracefully in situations where it is unable to meet its goals or where

performance is reduced, minimizing the impact of failures or errors.

Figure 2.2 illustrates a web server that continuously processes queued service

requests. The requests enter, wait in the buffer, get processed by the server, and are

dispatched (e.g., by returning an HTTP response to the client). We can use this queueing

system to model the general case where the revenue is generated by subscriber transac-

tions, such that the more requests, the better. However, we are also assuming that each

request has an SLO constraint on the response time, meaning that the amount of time

spent waiting and processing a given request should not exceed what was defined in the

SLA (service level agreement). Given that, we aim to maximize the number of requests

served while still adhering to our constraints. To stay within the SLA, we can sense when

the response time is close to the limit and then simply redirect the incoming, possibly

SLO-offending requests to another server (e.g., by an HTTP redirect). Therefore, we need

to find a suitable buffer size for the system to operate effectively.

Figure 2.2 – An example of a queueing system. Extracted from [29].

The standard process of sensing and implementing adaptations is often realized

as a feedback loop. In control theory, a feedback loop refers to the cyclical process of

continuously measuring the target system’s output, comparing it to the desired or refer-

ence value, and using the difference (error) to adjust the system’s inputs [10]. When the

system achieves the reference value (usually observing a tolerance) and remains at that
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value over an extended period, it is said to be in a steady state. This means that the

system has reached a stable condition where parameters, such as the output, input, and

other relevant variables, remain constant or fluctuate within a narrow range around fixed

values.

Figure 2.3 demonstrates a feedback loop in the queueing system from Figure 2.2.

The "Controller" component serves as the central hub for sensing and implementing adap-

tations. It continuously measures the system’s performance (response time) and com-

pares it to the reference. If the measured response time deviates from the reference, the

controller dynamically alters the buffer size parameter within the queueing system. As

the controller iteratively adjusts the buffer size based on feedback, it moves the system

towards achieving a steady state where the measured response time aligns closely with

the reference.

Figure 2.3 – An example of a queueing system with feedback control. Extracted from [29].

The opposite of the closed-loop control is the open-loop control. In open-loop

control, also known as feedforward control, the system operates without continuous feed-

back regarding its output or performance. The control action is predetermined based on

a model or set of rules, and it does not dynamically adjust to the system’s actual behav-

ior. This approach needs the control input to be a deterministic function of the reference

value. For this reason, it is more applicable to predictable and stable systems. Otherwise,

the model must be robust to predict changes and consider possible disturbances that may

affect the system, which is difficult to achieve in practice [54].

It is possible to combine open-loop and closed-loop controls. In such scenarios,

the open-loop control provides a predictive model for optimal operation, while the closed-

loop control adapts in real-time to deviations from the expected behavior. The predictive

nature of open-loop control is effective in dealing with known system behaviors, while

closed-loop control excels in handling uncertainties, disturbances, and variations in real-

world conditions [35].

Weyns[54] describes the SASO properties—Stability, Accuracy, Settling Time,

and Overshoot. They can be used to understand how a self-adaptive system behaves

at runtime.

• Stability is a fundamental property that ensures the system remains bounded and

does not exhibit uncontrolled or oscillatory behavior over time.
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• Accuracy refers to how closely the system output converges to the reference value.

• Settling time is the time it takes for the system to converge to its steady state value.

• Overshoot is the extent to which the system’s response exceeds the steady-state

value before settling down.
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3. RELATED WORK

In a recent SLR regarding self-adaptation on parallel stream processing from Vo-

gel et al.[53] it can be noted that approximately 70% of all selected studies explored the

adaptation of inter and intra-node parallelism, demonstrating that this is a common ap-

proach for maintaining QoS. However, due to the significant impact of the batch size on

micro-batch streaming applications [22, 57, 25] as a parameter that can directly affect par-

allelism efficiency [24], and consequently latency, throughput and system stability [22],

our perspective is that it has not been investigated in the current literature as thoroughly

as parallelism has been. This notion is further supported by the number of studies adapt-

ing the batch size, 9 out of a total of 65 classified studies from Vogel et al.[53]. In addition,

the batch size is even more relevant when an accelerator such as a GPU or an FPGA is

present in the SPS (be it of micro-batching or tuple-at-a-time nature), making the inves-

tigation of its effects a profitable endeavor, however, it is not currently receiving much

attention [34, 59, 55].

In the following section, we present the only two studies we could find that pro-

vide adaptive micro-batching on SPS with GPUs, as well as some other studies describing

SPSs that do not adapt but provide the infrastructure to adapt batch size for efficient GPU

offloading.

3.1 Micro-batching on SPSs with GPUs

Stein et al.[47] presented a control loop strategy driven by four algorithms for

adapting the batch size to minimize latency on streaming compression applications tar-

geting GPUs. The algorithms proposed expect a target latency to be informed by the user

through the SPar[27] PPI’s SLO mechanism[28]. Internally, they also consider a threshold

indicating an acceptable percentage of variation in latency, as well as an adaptation factor

that controls the step size of the adapting operation.

In terms of behavior, three of the algorithms from Stein et al.[47] are only re-

active, one is proactive and will try to come as close as possible to the target latency,

ignoring the threshold, and three will adjust (make elastic) the adaptation factor consid-

ering the distance from the target latency. Furthermore, some will converge faster than

others according to their parameters and workload. The authors also provided a compre-

hensive evaluation that details each algorithm’s suitability according to the workload and

latency requirements. In general, the algorithms with the most elastic adaptation factor

presented a better response when the workload was stable, while the proactive (with a

narrower target) algorithm performed better with unbalanced workloads.
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An important contribution of Stein et al.[47] was in providing a way of handling

highly irregular workloads. Another characteristic that distinguishes their work from re-

lated efforts is the user’s specification of a target latency instead of always optimizing for

the lowest possible latency. This approach helps to avoid optimizing when the user does

not need it, possibly generating some overhead. Additionally, by controlling the target

latency, the user might be able to control the throughput indirectly, even though this re-

lationship between target latency and throughput was not investigated in the study being

discussed.

De Matteis et al.[24] propose Gasser, an SPS that offloads sliding windows for pro-

cessing on GPUs. The batch size is measured in the number of tuples, while the authors

use the term batch length to express the number of (always fully contained) windows

inside a batch. The parallelism is measured as the number of distinct windows execut-

ing at a given time (inter-window parallelism). Additionally, Gasser can self-adapt the

batch length and parallelism to optimize latency but focus more on throughput optimiza-

tion. At the beginning of the execution, gasser calibrates a predictive model based on the

throughput that a given configuration (batch length and parallelism degree) achieves on

CPU and GPU to decide which is the most suitable processor to execute the Windows. The

model becomes sufficiently accurate to predict the outcomes of untried configurations af-

ter some time. Only the parallelism is considered on the CPU, while the batch length is

also considered for the GPU. An important drawback of Gasser’s predictive model is that

the calibration happens once at the beginning of the execution, and a stable input rate

is assumed; thus, it does not react properly to irregular workloads (which require varying

batch sizes throughout the execution).

Even when there is no self-adaptation of the batch size, the presence of an ac-

celerator like a GPU in a SPA often requires batching for it to be efficient. For this reason,

authors will usually make available means for the user to control the batch size when

releasing tools for developing GPU-accelerated SPAs.

GStream[59] is one of those tools. It provides an API from which the user can set

an acceptable range of sizes for the batches. The operators’ code (also provided by the

user) must be capable of processing any batch size in the specified range. Using a range

instead of a single value allows user-provided or future GStream-provided algorithms to

adapt the batch size. Another potential utility of GStream for self-adapting the batch size

is that it allows the aforementioned range to be personalized for each operator. Moreover,

GStream can work with clusters of GPUs through the underlying (hidden from the PPI’s

user) usage of MPI. Self-adaptation of batch sizes on multiple GPUs remains an unexplored

topic in the literature as far as we know, with state-of-the-art studies opting for simpler

architectures containing a single GPU-accelerated operator [24, 47].

In the same vein, Saber[34], as a relational SPS supporting GPUs and CPUs, uti-

lizes the offloading of batches to the GPU. An important feature of Saber is the decoupling
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of the batch size from the SQL-defined window size and slide, by which it can separate

the parallel processing efficiency from the query semantics. However, this decoupling

implies window fragments being periodically present inside batches, and thus, Saber can

only work with query operators with incremental algorithms, such as aggregations. Ad-

ditionally, Saber can autonomically decide whether a given query operator will execute

on the CPU or GPU through its adaptive scheduling strategy. The scheduler considers the

throughput history a query operator accrued among the available heterogeneous proces-

sors and assigns the tasks according to the highest throughput values and processor load.

The introduction of GPUs into traditionally tuple-at-a-time SPSs such as Storm

also requires batching for the accelerator to be effective. G-Storm[18] provides a batcher

module that (in cooperation with buffering and indexing modules) is responsible for re-

ceiving the tuples, accumulating them into a buffer up to a specified batch size, and then

offloading them to the GPU for data parallelism.

3.2 adaptive micro-batch SPSs

Micro-batch processing is not only useful when co-processors are present within

an SPS. It can also be used to diminish the negative performance impact of fault tolerance

[56] or to process data at higher rates [52]. In this section, we review the micro-batch

adaptation strategies from studies that do not employ GPUs but can help us understand

how this type of adaptation is being conducted in the literature and how their techniques

might impact our future work. Most work of this nature makes use of micro-batch DSPSs

such as Spark Streaming, which already provides static batch size [22, 57, 19]. Since by

default, the batch size does not change according to operating conditions, the traditional

way to deal with workload fluctuations is through resource provisioning [51].

Das et al.[22] proposed the use of the fixed point iteration method [49] (a well-

known optimization technique) to find the intersection between batch processing time and

batch interval (the point where the system is considered to be stable). An advantage of the

algorithm is that there is no need to specify a step size, it adapts the step size according to

the distance from the intersection. Nevertheless, the authors had to introduce a slack fac-

tor and a superlinear reduction factor, to (respectively) control the system’s sensitivity to

input workload fluctuations and to improve convergence in superlinear workloads (where

increasing the batch size causes the processing time to increase at a rate that exceeds

linearity). These parameters have default values, which were found to work with most

evaluated workloads.

An important drawback is that the algorithm from Das et al.[22] assumes a batch

interval where the processing rate can keep up with the input rate. If no such condition

exists, it will not converge and will infinitely increase the batch interval. The only alter-
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native in these cases is to employ a rate limiter or load shedder to prevent system over-

loading. This limitation arises mainly from the algorithm adopting a zero-prior-knowledge

approach, considering only online information (the processing time of the last two com-

pleted batches) as statistics to decide the next batch interval. Another limitation is that

the algorithm can present large control loop delays when the workload variation suddenly

increases (such as greater than 10x from the previous batch).

Strategies to adjust the batch size produce lower overhead and fast convergence

the less information needs to be collected about the system. However, with less informa-

tion some limitations might arise, as Das et al.[22] have demonstrated. The work from

Zhang et al.[57] explores a different strategy considering online historical statistics to

adapt batch interval through isotonic regression and block interval through a heuristic ap-

proach. In Spark Streaming, the batch interval is defined as a series of block intervals. The

number of blocks defines batch parallelism, although it is not a one-to-one relation. In this

way, Zhang et al.[57] could adapt the batch size and parallelism with their control algo-

rithm, entitled DyBBS (Dynamic Block and Batch Sizing). DyBBS [57] focuses on accuracy

instead of higher convergence time, using the batch interval duration as the time bound-

ary to feed the regression model and to modify the system. The historical data collected

comprises the input rate, block interval, batch interval, and processing time, recorded for

each batch and block interval combination. While Das et al.[22] could handle reduce, join,

and window workloads with their approach, Zhang et al.[57] could only handle reduce

and join workloads. However, Zhang et al.[57] obtained lower control loop delay, lower

latency, and more accurate batch interval prediction. DyBBS [57] also assumes a batch

interval in which the system is kept stable, otherwise requiring techniques such as load

shedding or rate limiting.

Mai et al.[38] presented Chi, a framework for monitoring, feedback and recon-

figuration of DSPs. Chi works by embedding its control messages into the application’s

data stream. This technique gives orders to the operators to reconfigure themselves and

send information downstream to the controller, which stays right after the sink operators.

The authors implement the tuning of batch size to illustrate Chi’s functionality. In their

example, the batch size starts with a default (and small) value. At every 30 seconds,

the controller checks for the existence of back pressure, as well as current latency and

throughput. If the system is not keeping up with the current input rate or any SLO is being

violated, the batch size is doubled. Afterward, if the controller receives information indi-

cating that the operating conditions worsen, it cuts the batch size by half. This example of

tuning the batch size is simpler when compared to other presented studies; nevertheless,

it demonstrates the possibilities of Chi as a framework to collect information and react to

changes to the DSPS.

Studies like those presented by Das et al.[22] and Zhang et al.[57] treat the SPSs

as a black box, focusing on modeling the relationship between batch size and batch pro-
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cessing time. Orthogonal to this, it is still possible to work within the batch to decrease

latency and increase throughput, such as by devising different data partitioning schemes

[5], optimizing parallelism [37, 52], or parallelizing recovery tasks[52]. Seeking to improve

batch processing time is useful to avoid situations where the black box algorithms cannot

find a match between the batch interval and batch processing time, thus circumventing

the need for solutions like load shedders, which are unacceptable for some systems. In

the following studies, the batch size is adapted to SPS components that participate in the

processing time.

In some cases, the batch size is associated with the efficiency of task sched-

ulers. Venkataraman et al.[52] propose Drizzle, an SPS that organizes the batches into

groups and provides a technique to dynamically adapt the group size based on the AIMD

(additive-increase/multiplicative-decrease) feedback control algorithm used on TCP con-

gestion control [9]. This self-adapting scheme is part of a centralized scheduler that aims

to decouple the batch processing time from the time spent coordinating fault tolerance

and adaptability. It operates by tracking the time spent in scheduling and overall execu-

tion and using this information to keep the scheduler overhead within user-specified lower

and upper bounds by multiplicatively increasing or additively decreasing the group size.

As the group size increases, the parallelism of fault recovery increases, but so does the

scheduling overhead. A disadvantage of this approach is that the users need to discover

the best range to define the boundaries for their specific environments through experi-

mentation.

Cheng et al.[19] propose adapting the batch interval through the expert fuzzy

control (EFC) technique. The adaptive mechanism is integrated with a new scheduler for

Spark Streaming named A-scheduler. The scheduler also adapts the job parallelism by a

reinforcement learning algorithm. The fuzzy controller adapts the batch interval according

to historic workload variations and processing times. The user-defined parameters for the

controller are the step size and control period (e.g., an interval for the controller to change

the batch size). Both parameters were adjusted according to the characteristics of the

proposed scheduler and environment.

3.3 Summary and Comparison of Related Work

Table 3.1 summarizes the related work presented in this chapter. The column

named entity refers to an adaptation action such as batch size or parallelism. The entities

are generally defined so that batch size can mean batch interval or data length, and par-

allelism can mean inter or intra-node parallelism. When the entity and SLO columns are

not being informed, the study on that row does not adapt any entities to achieve the goal

described in the goal column. As for the goal column itself, it is being used to describe a
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specific objective of a study, selected according to what we deemed more important for

inclusion as related work (usually related to the batch size).

Table 3.1 – Summary of related work
Reference Entity SLO GPU support Goal Technology
Stein et al.[47] Batch size Latency Yes Four reactive algos. for meeting

a latency SLO.
SPar and CUDA

De Matteis et al.[24] Batch size, parallelism Latency, throughput Yes Predictive model for adaptation
of window-based operators.

FastFlow and CUDA

GStream[59] - - Yes API to set operator-specific
batch size range.

CUDA and MPI

Saber[34] Parallelism Latency, throughput Yes Adaptively scheduling of oper-
ator execution between CPU or
GPU

Java, OpenCL

G-Storm[18] - - Yes Batch module for GPU offload-
ing in tuple-at-a-time SPS.

Storm and JCUDA

Das et al.[22] Batch size Latency No Algo to intersect batch interval
and batch processing time.

Spark Streaming

Zhang et al.[57] Batch size, parallelism Latency No Adaptation of batch and block
interval through a regression
model.

Spark Streaming

Venkataraman et al.[52] Batch size, parallelism Latency, throughput No Scheduler that groups batches
and uses algo to adapt group
size.

Spark

Cheng et al.[19] Batch size, parallelism Latency, throughput No adaptive scheduler using fuzzy
control for batch interval and
reinf. learning for parallelism.

spark Streaming

Ours Batch size Latency Yes Six reactive algos. for meeting
a latency SLO.

FastFlow and GSParLib

As demonstrated in this chapter, batch size tuning has been the route taken by a

small but diverse quantity of studies in pursuit of improving QoS. We identified six studies

with the batch size as an adaptation action (also called entity). Besides the batch size,

four of the six studies adapt additional entities such as parallelism degree or the number

of nodes. Only two of these (de Matteis et al.[24] and Stein et al.[47]) have GPUs in their

pipelines, making them the most related to our work.

Most studies that do not use GPUs use micro-batch DSPSs such as Spark Stream-

ing, while the GPU ones (like ours) use only one node and one GPU. Another notable differ-

ence between these two types of work is that when using DSPSs, the batch size is defined

by a time interval (called batch interval). When GPUs are used, the batch size is usually

defined by the data length (as measured in bytes, tuples, or windows).

Only the study from Stein et al.[47] (and by extension our own) uses the concept

of a user-defined SLO to be achieved by the system. Using an SLO can be beneficial in

preventing unnecessary optimization when the user does not require it, thereby averting

potential instability. The SLO in both theirs and our case is defined in terms of a latency

target and a threshold around the latency. Six of the reviewed studies pursue latency re-

duction, while three of them also considered the tradeoff of trying to maximize throughput.

Since micro-batch streaming naturally incurs higher latencies when compared to tuple-at-

a-time streaming, having latency as an SLO is a profitable option, while striking a balance

between latency and throughput can be considered ideal for most streaming applications

requiring micro-batching.

Turning our attention to the type of adaptation being used in the studies, we en-

counter both reactive and predictive approaches. Reactive strategies, adept at handling
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real-time changes with minimal knowledge about the system, are generally lighter in per-

formance and simpler in code compared to predictive ones, which necessitate maintaining

a model of the system. These strategies are present in the studies from Stein et al.[47],

Das et al.[22], and Venkataraman et al.[52].

Predictive strategies, observed in the studies by Matteis et al.[24], Zhang et

al.[57], and Cheng et al.[19], come with the drawback of finding the desired batch size only

once and subsequently assuming that the system will continue to behave in accordance

with the model. This assumption is often present owing to the high-performance cost as-

sociated with model recalibration. While reactive strategies require a system disturbance

to trigger adaptation, predictive strategies can act proactively. To compete effectively,

reactive algorithms must respond swiftly without causing additional disturbances.

Apart from the conventional latency and throughput metrics prevalent in most

studies, Stein et al.[47] introduce the SLO hit metric. This metric, which we named batched

SLO hit in our work (Section 4.3), measures the success of batching in maintaining latency

within threshold bounds. Additionally, the Chebyshev distance is used in the study by de

Matteis et al.[24] to measure how far the throughput deviates from the optimal theoretical

throughput for the system.
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4. CONTRIBUTIONS TO SELF-ADAPTIVE STREAMING SYSTEMS:

NOVEL ALGORITHM APPLICATIONS, STREAMING WORKLOAD, AND

SLO-CENTRIC PERFORMANCE METRICS

4.1 Self-adaptive Micro-batch Implementation

We adopted a feedback control strategy [29], that works by turning the SPA’s

pipeline into a closed loop in which the last stage (the monitor) collects and sends per-

formance metrics to the first stage (the controller). The first stage then decides through

the use of a decision algorithm whether to modify the batch size and, if so, by how many

tuples. Figure 4.1 depicts the graph of the previously described pipeline. In this example,

the source stage sends batches to a GPU-accelerated worker stage, which delivers the

processed batches to be collected by the sink stage. The sink will produce the pipeline

output and then send the batch to the monitor stage, which will collect the metrics (the

latency from source to sink in this case) and then send it to the controller stage. The con-

troller will then decide on the new batch size based on the latency and send it back to the

source stage.

Controller

Source

Micro-batch
Size

GPU
Worker

Sink

Monitor

End-to-End
Latency

Micro-batch Micro-batch

Micro-batch

Figure 4.1 – Graph of a pipeline with a feedback loop.

Although it can be useful to think of the pipeline in figure 4.1 as having additional

monitoring and control stages, it is convenient to merge the monitoring stage with the

sink and the control stage with the source in the implementation, thereby avoiding extra
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communication costs. Moreover, communication between the last and first stages (the

closed loop) should not result in any waiting conditions. If the latency from a delivered

batch does not arrive in time to decide the size of the next batch, the batch is delivered

with the last received size from the controller.

Since the algorithms from Stein et al. [47] are fairly lightweight, chiefly consisting

of two conditional statements, we could afford to execute them for each batch. However,

they are only executed once we have received a number x of measured latencies from the

monitor, so an average of the last latencies can be used as input. This tends to avoid dis-

turbances from specific batches containing latencies that significantly deviate from their

neighbors.

As previously discussed briefly in Section 3, Stein et al.[47] presented four de-

cision algorithms, namely Fixed Adaptation Factor (FAF), Percentage-Based Adaptation

Factor (PBAF), PBAF Without Threshold (PBAF-WT), and Multiplier-based Adaptation Fac-

tor (MBAF). All algorithms accept as parameters a target latency, a threshold defining the

allowed region around the target latency, and a step size (called adaptation factor by the

authors). The goal is to keep the target latency inside the threshold bounds, expressed in

Percentage.

4.1.1 Algorithms Currently Applied in the Self-adaptation of Batch Size for GPU-accelerated

Stream Processing

The most straightforward algorithm is FAF. It works by incrementing the batch

size by a fixed number if the latency passes the lower bound or decrementing it if the

latency passes the upper bound.

Algorithm 4.1 – FAF (Fixed Adaptation Factor)

1: UpperLim← Target× (1 + Threshold)
2: LowerLim← Target× (1− Threshold)
3: procedure FAF:PLAN(LastLatency, MicroBatchSize, AdaptationFactor)
4: if LastLatency > UpperLim then
5: return MicroBatchSize− AdaptationFactor
6: end if
7: if LastLatency < LowerLim then
8: return MicroBatchSize + AdaptationFactor
9: end if

10: return MicroBatchSize
11: end procedure

The FAF algorithm 4.1 starts by calculating the upper and lower limits, UpperLim

and LowerLim, respectively, based on the target latency and a given threshold. Inside the

FAF:PLAN procedure, lines 4 and 7 contain the conditionals necessary for knowing whether
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the batch size should be decreased or increased. If none of the conditions are met, we are

inside the threshold bounds, and the batch size stays the same.

The other three algorithms largely follow the previously described pattern. In the

case of PBAF, when it is distant from the target latency, it behaves like FAF and uses the

whole adaptation factor. However, as it gets closer, it starts fractioning the adaptation

factor so as to be more precise and to avoid stepping to the opposite side of the threshold

bounds.

Algorithm 4.2 presents the pseudocode for PBAF. Noticed that in lines 7 and 11

PBAF uses an additional parameter called MaxGrowBoundary to define when to start frac-

tionating the adaptation factor. It is assigned a value of 60% (0.6), such that when the

measured latency has passed from 60% of the target, the whole adaptation factor is used,

as in FAF.

Algorithm 4.2 – PBAF (Percentage-Based Adaptation Factor)

1: UpperLim← Target× (1 + Threshold)
2: LowerLim← Target× (1− Threshold)
3: MaxGrowBoundary← 0.6
4: procedure PBAF:PLAN(LastLatency, MicroBatchSize, AdaptationFactor)
5: Perc← LastLatency/Target
6: if LastLatency > UpperLim then
7: AdaptationPercentage← min ((Perc− 1)/MaxGrowBoundary, 1)
8: return MicroBatchSize− AdaptationFactor× AdaptationPercentage
9: end if

10: if LastLatency < LowerLim then
11: AdaptationPercentage← min ((1−MaxGrowBoundary)/Perc, 1)
12: return MicroBatchSize + AdaptationFactor× AdaptationPercentage
13: end if
14: return MicroBatchSize
15: end procedure

Algorithm 4.3 presents PBAF-WT (PBAF Without Threshold). The PBAF-WT algo-

rithm is a version of PBAF in which the measured latency is compared directly with the

target latency, ignoring the threshold bounds (variables LowerLim and UpperLim). Other

than this, it is the same as the PBAF algorithm. The differences are on lines 5 and 9.

The narrow focus on the target makes PBAF-WT change the batch size more of-

ten. This can improve precision while avoiding being too close to the boundaries of the

threshold. However, there is also the risk of going beyond the boundaries if the adaptation

factor used is too large inside the threshold bounds.

The last algorithm presented by Stein et al.[47] is MBAF. In this algorithm, the

goal is to get within the threshold bounds as fast as possible. To accomplish this, the

adaptation factor is multiplied according to the distance from the region. Algorithm 4.4

presents MBAF’s pseudocode.
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Algorithm 4.3 – PBAF-WT (PBAF Without Threshold)

1: MaxGrowBoundary← 0.6
2: procedure PBAF-WT:PLAN(LastLatency, MicroBatchSize, AdaptationFactor)
3: Perc← LastLatency/Target
4: if LastLatency > Target then
5: AdaptationPercentage← min ((Perc− 1)/MaxGrowBoundary, 1)
6: return MicroBatchSize− AdaptationFactor× AdaptationPercentage
7: end if
8: if LastLatency < Target then
9: AdaptationPercentage← min ((1−MaxGrowBoundary)/Perc, 1)

10: return MicroBatchSize + AdaptationFactor× AdaptationPercentage
11: end if
12: return MicroBatchSize
13: end procedure

Algorithm 4.4 – MBAF (Multiplier-based Adaptation Factor)

1: UpperLim← Target× (1 + Threshold)
2: LowerLim← Target× (1− Threshold)
3: procedure MBAF:PLAN(LastLatency, MicroBatchSize, AdaptationFactor)
4: if LastLatency > UpperLim then
5: AdaptationMultiplier← LastLatency/Target
6: return MicroBatchSize− AdaptationFactor× AdaptationMultiplier
7: end if
8: if LastLatency < LowerLim then
9: AdaptationMultiplier← (2× Target− LastLatency)/Target

10: return MicroBatchSize + AdaptationFactor× AdaptationMultiplier
11: end if
12: return MicroBatchSize
13: end procedure
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The main lines that differentiate MBAF from the other algorithms are lines 5 and

9, responsible for creating the variable AdaptationMultiplier. This variable will be used

to scale the step size. It will always be greater than or equal to one. On line 9 from

algorithm 4.4, the adaptation factor multiplier for the lower bound is defined such that it

will always be between 1 and 2, meaning that the adaptation factor will at most double

whenever the measured latency is small enough.

4.1.2 Proposed Algorithms to be Applied in the Self-adaptation of Batch Size for GPU-

accelerated Stream Processing

The first algorithm we propose is the Percentage and Multiplier-Based Adaptation

Factor (PMBAF). It takes inspiration from both PBAF and MBAF. From PBAF it inherits the

capability of reducing the adaptation factor when close enough to the target, and from

MBAF it inherits the capability of increasing the adaptation factor when far enough from

the target. Algorithm 4.5 presents the pseudocode for PMBAF.

Algorithm 4.5 – PMBAF (Percentage and Multiplier-Based Adaptation Factor)

1: UpperLimPBAF← 0.8
2: LowerLimPBAF← 0.3
3: procedure PMBAF:PLAN(LastLatency, MicroBatchSize, AdaptationFactor)
4: if LastLatency >= Target × (1 − LowerLimPBAF) ∧ LastLatency <= Target × (1 +

UpperLimPBAF) then
5: return PBAF:PLAN(LastLatency, MicroBatchSize, AdaptationFactor)
6: end if
7: return MBAF:PLAN(LastLatency, MicroBatchSize, AdaptationFactor)
8: end procedure

We are reusing (calling) the procedures from PBAF and MBAF defined in algo-

rithms 4.2 and 4.4. The procedures are called according to the UpperLimPBAF and LowerLimPBAF

variables. Those variables define the region around the target where the PBAF algorithm

should be applied. If we are not in this condition, then MBAF is called.

There is a difference between the MBAF from Algorithm 4.4, and the MBAF imple-

mented within PMBAF’s real (C++) code. This is not shown in Algorithm 4.4 for the sake

of simplicity. The difference is that when MBAF is inside the conditional for the threshold

lower bound, like on line 9 in Algorithm 4.4, it does not have the limitation of doubling

the step size at most. Its reaction is always proportional to the distance from the lower

threshold, so the greater the distance, the greater the step size. Mathematically, we go

from the formula (2×Target−LastLatency)/Target to the formula 1/(LastLatency/Target).

The PID controller is the second algorithm we propose for the evaluation with the

MS benchmark. The Proportional-Integral-Derivative (PID) controller represents a classi-
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cal control theory approach that is widely employed in various industrial processes and

automation systems [10]. In our scenario, the PID controller is used to dynamically adapt

the batch size in a stream processing system, where the process value is the measured

latency, the setpoint is the target latency, and the controller (or PID) output is the batch

size.

The PID controller is usually used for regulating continuous variables. Since the

batch size is a discrete value, our approach was to tune the PID parameters with integer

values and reset the integral term to the minimum batch size whenever it became less

than one. Besides this, the PID output also had to be truncated to the nearest integer

value.

The equation for the PID controller is as follows:

u(t) = Kpe(t) + Ki

t∫
0

e(τ ) dτ + Kd
de(t)

dt
(4.1)

In equation 4.1, u(t) denotes the control output at time t . The three PID terms

can be identified by having the + symbol as a separator. The gains Kp, Ki , and Kd are

the tuning parameters that should be adjusted according to the specific dynamics of the

system being controlled.

The Proportional (P) term immediately responds to the current latency error. It

scales the correction signal based on the magnitude of the error, allowing for a quick

reaction (depending on the gain) according to the distance from the target latency.

The Integral (I) term addresses any persistent steady-state latency error by accu-

mulating the past errors over time. From the perspective of the previously discussed self-

adaptive algorithms, the integral term operation can roughly be compared to the changes

in the batch size by incrementing or subtracting a step size without a notion of time.

Finally, the Derivative (D) term anticipates future trends in the system’s latency

by considering the rate of change of the error. The goal is to prevent overshooting or

oscillations in the latency.

Algorithm 4.6 presents the pseudocode for the PID controller.

In the PID:PLAN procedure, the error is calculated based on the difference be-

tween the target and the last latency (line 4). The proportional term (PTerm), integral term

(ITerm), and derivative term (DTerm) are then computed on lines 5, 6, and 9, respectively.

The PID result is obtained by summing the three terms on line 11. After this, , the

integral term is reset to prevent windup if the result falls below the minimum batch size.

Finally, the new batch size is calculated based on the truncated PID result
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Algorithm 4.6 – Proportional-Integral-Derivative (PID) Controller

1: Integral← 0
2: PreError← 0
3: procedure PID:PLAN(LastLatency, Kp, Ki, Kd, dt)
4: Error← (Target− LastLatency)/Target
5: PTerm← Kp× Error
6: Integral← Integral + Error× dt
7: ITerm← Ki× Integral
8: Derivative← (Error− PreError)/dt
9: DTerm← Kd× Derivative

10: PreError← Error
11: PIDResult← PTerm + ITerm + DTerm
12: if PIDResult < 1 then
13: Integral← 0
14: end if
15: NewBatchSize← floor(PIDResult)
16: Return min (NewBatchSize, 1)
17: end procedure

4.1.3 Summary of the Self-adaptive Algorithms Based on the Adaptation Factor (Step

Size)

The charts shown in Figure 4.2 summarize and illustrate the behaviors discussed

regarding the algorithms. On the x-axis, we depict the latencies provided as input to the

algorithms, while the y-axis represents the step sizes chosen by the algorithms based on

their distance from the target. A positive step size implies an increase in batch size by the

specified value, a negative step size indicates a decrease, and a step size of 0 denotes no

adaptation, maintaining the current batch size.

Examining the FAF chart allows us to deduce the default step size since FAF con-

sistently maintains the same step size, evident as 10 in this case. For other algorithms, the

PBAF graph illustrates a decreasing step size as it approaches the target, stopping adap-

tation once inside the threshold. PBAF-WT continues adjusting the step size even within

the threshold. Meanwhile, MBAF increases the step size when distant from the target and

reduces it to a value approximating the default when nearing the target.

At last, PMBAF behaves similarly to MBAF when distant from the target, and it

behaves similarly to PBAF when close enough to the target. However, it noticeably differs

from MBAF in the choice of step size, opting for large values when the latency is below the

threshold. In Algorithm 4.5, the lines 1 and 2 define the upper and lower limits for applying

PBAF.
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Figure 4.2 – A representation of the adaptive algorithms’ behavior in a synthetic system.
The target latency is set at 50ms, with a 10% threshold around the target, defining an
acceptable latency range of 45 to 55ms.
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Given that the lower limit is 30% and the upper limit is 80% of the target, we start

applying PBAF in figure 4.2 when the latency is at 35 milliseconds, and we stop applying

it when the latency grows beyond 90 milliseconds.

4.2 The Military Server Benchmark

The Military Server Benchmark (MS Benchmark) is a synthetic application devel-

oped by Araujo et al.[8] designed to leverage GPU-accelerated computing in stream pro-

cessing. The benchmark comprises heavy computations and allows for the exploitation of

data parallelism in each tuple. The problem domain involves allocating military units on

a map while considering the location requirements specific to each unit type. A server is

employed to process data continuously transmitted by drones, which fly over designated

coordinates of the map. A list of coordinates and a list of military units is assigned to each

drone. For each (x , y ) coordinate, a drone explores a squared area in front of it defined by

a coordinate width w . The drone will also perform rotations for each coordinate, to cover

the four cardinal directions. The data collected about the explored regions will be used to

find the right coordinate for each drone’s assigned military unit. The server performs the

required computations to allocate the military units efficiently, a task that would place too

much strain on a drone’s embedded system.

The five stages composing the MS application are as follows:

• Stage A: A CPU lightweight I/O stage responsible for loading the input data.

• Stage B: A computational intensive stage performed by the GPU. It processes irreg-

ular computations using the parallel pattern Map and is responsible for extracting

information from each drone’s coordinates, such as the average height.

• Stage C: Another computational intensive stage performed by the GPU. It uses the

parallel pattern MapReduce with multiple output variables to find the best coordinate

for each military unit, relying on extracted data from stage B.

• Stage D: A lightweight stage performed by the GPU. It uses the parallel pattern Re-

duce with a single output variable to validate the results coming from stage C.

• Stage E: A lightweight I/O stage performed by the CPU. It simulates the output by

writing the results of each tuple to the disk. The output is a file containing a list of

military units with their respective most suitable coordinates.

Figure 4.3 visually represents the Ms Benchmark’s pipeline.

MS Benchmark has been parallelized with some PPIs such as Pthreads [43] and

SPar [27]. The MS implementation used in this work is parallelized with FastFlow [6] and



41

Figure 4.3 – A flow chart of the MS Benchmark’s pipeline. Extracted from [8].

GSParLib [45]. FastFlow assembles and coordinates the pipeline’s stages, while GSParLib

is responsible for the GPU offloading inside the stages.

4.2.1 Changes to the Military Server Benchmark: Batch Support and New Workload

We introduced two notable changes to the MS benchmark before integrating the

self-adaptation system described in Section 4.1. The first change was the addition of sup-

port for batching. To incorporate batch support, the FastFlow-related code was refactored

to allow each tuple to carry data from multiple drones, thus composing the stream with

batches. In GSParLib–related code, we implemented copying of multiple tuples (batch)

at once to the GPU memory, making necessary adjustments to the code inside the GPU

kernels to handle the tuples. Instead of iterating over each batch tuple using a sequential

for loop, we assign each to a GPU block. If the tuple itself is assigned multiple blocks,

the tuple blocks are kept as they are, and the number of blocks per tuple is multiplied by

the number of tuples in the batch. The batches are allocated in the GPU’s memory at the

source (stage A) and only deallocated at the sink (stage E). Consequently, the batch sizes

are defined for the whole pipeline; they are not defined individually by stage.

The second change consisted of introducing a new workload class that justifies

the use of batching for the MS benchmark. Initially, MS had workload classes in which the

tuples contained large payloads, to justify using a GPU without batching. There were 2048

tuples in the largest class, and each drone (the tuple) had to explore 6,144 coordinates

in the map to allocate 1,536 military units. The combination of batching with such large

payloads resulted in minimal throughput gains as the latency increased. Therefore, we

introduced a new class with one million tuples, in which each drone (tuple) was assigned

32 coordinates and 16 units. This class contains varying processing costs associated with
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its tuples (e.g., processing one tuple can potentially take shorter or longer processing time

than the next one).

Runtime performance variability in a SPA can be attributed to variables such as

tuple inter-arrival time and tuple processing time. The time series generated by the mov-

ing average of these variables often demonstrates non-stationarities in real-world sce-

narios, such as increasing or decreasing trends, and cyclic behaviors such as seasonal

patterns. The overall software architecture of MS Benchmark can reproduce workload

variations called computation patterns applied to the computation time per tuple by the

system (while the input rate is kept fixed for each execution). This is a realistic scenario

for MS Benchmark since drones generate data and transmit them at a fixed rate. Some

studies reviewed in Section 3, specifically by [22] and [57], similarly introduce the con-

cept of variations in workload or input rates. These variations adhere to patterns, such as

waveform or binary.

The algorithms to generate the computation patterns come from Garcia et al. [25]

and are included in SPBench, a framework for creating benchmarks of SPAs. We adapted

them to vary computation, although they were originally designed for generating fre-

quency patterns. Our goal was to start experimentation with a simpler scenario in which

the frequency was stable, and thus, there would be no time-related concerns in batching.

The difference in processing cost among the tuples was regulated through the drone’s

coordinate width parameter described at the beginning of this section. As the coordinate

width increases, so does the processing cost for the specific tuple. Nevertheless, it is dif-

ficult to determine the precise relationship between the width and the tuple’s measured

latency, since the latency will vary according to the computational environment used. The

patterns in terms of computational load are presented in figure 4.4, in which the tuple’s id

on the x-axis is associated with the tuple’s computational load on the y-axis.

Figure 4.4 depicts five patterns from top to bottom, namely increasing, spike,

decreasing, binary, and waveform. Besides the self-evident increasing and decreasing

patterns, the spike pattern will mostly keep the minimum width and occasionally increase

it to the maximum value, while the binary pattern will alternate between intervals of min-

imum and maximum width. The waveform pattern can be seen as a more challenging

version of the increasing and decreasing patterns, where these patterns alternate quickly.

Table 4.1 summarizes the patterns, informing for each one the duration in per-

centage of tuples, the number of cycles (how many times the pattern repeats), the num-

ber of tuples the duration percentage represents, and the number of tuples contained in

a cycle.

Once we had batching support and a workload that justified using batches in the

MS benchmark, the next step was to integrate the self-adaptive system described in Sec-

tion 4.1. To achieve this, All that was required was to call the controller in the source

to decide the batch size before sending the batch to the next stage of the pipeline, and
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Figure 4.4 – Computational load per tuple.
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Table 4.1 – Summary of computation patterns.
Pattern Duration Tuples Tuples/Cycle Num. of Cycles

increasing 20% 200K 200K 1
spike 10% 100K 20K 5

decreasing 20% 200K 200K 1
binary 20% 200K 40K 5
wave 30% 300K 30K 10

then to connect the sink to the source so that the source could receive the batches end-

to-end latency (the latency measured from source to sink). The feedback loop delivering

measurements from the sink to the source is implemented by a particular kind of stack

data structure having bounded capacity and providing the possibility to peek (read with-

out extracting) multiple items in the front of the stack. Therefore, the sink pushes the

measured latencies, while the source peeks a number of last latency values. These values

are then used to calculate a moving average, which is used as input for the adaptation

algorithm. The number of the last measured latencies used for computing the average

(which is also the size of the stack) is controlled by a parameter named latency sample

size. This sampling size can be used to try reducing interferences from specific batches

containing latencies that significantly deviate from their neighbors.

4.3 Evaluation Metrics

Our evaluation proposed a new set of metrics: the SLO hit and the SLO distance

metric. They compare the adaptation algorithms among themselves regarding quality

and effectiveness from different perspectives. Each metric has both a less and a more

sensitive version.

4.3.1 SLO Hit Metrics

We propose a batched and an itemized definition for the SLO hit. The batched

SLO hit is formally described as:

Let t be the target SLO, h be a threshold percentage such that 0 < h < 1, B be

the set of batches processed during the whole or part of the application execution, and

ω : B → R be a mapping of a batch bi ∈ B to its measured performance metric value (e.g.,

in terms of latency or throughput). The set B′ ⊆ B containing the batches which fell within

threshold bounds is defined as B′ = {b ∈ B | t ∗ (1 − h) ≤ ω(b) ≤ t ∗ (1 + h)}. The batched

SLO hit is defined as the percentage of batches that fall within threshold bounds, formally
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as:

B-SLH = |B′|/|B| (4.2)

What we refer to as the batched SLO hit was the metric chosen by Stein et al.[47]

to evaluate the adaptation algorithms they proposed. This metric is useful to understand

the effectiveness of the adaptation algorithms for achieving a defined SLO. However, it

presents a notable limitation resulting from the focus on the batch level. Specifically,

batches containing large quantities of items will have the same weight as batches con-

taining only a few items. This can produce situations where the adaptation algorithm fails

to achieve the SLO for the majority of the items processed by the application, but the re-

sultant SLO hit still remains greater than 50%. The problem described with the batched

SLO hit becomes more pronounced as the batch size range increases.

To solve this problem, we propose the itemized SLO hit. It is fundamentally the

same as the batched SLO hit, with the additional consideration of the batch sizes. It is

defined as:

Let the definition of the sets B and B′ ⊆ B be the same as in the definition of

the batched SLO hit, and let σ : B → N be the mapping of a batch bi ∈ B to its size. The

itemized SLO hit is defined as follows:

I-SLH =
∑

b′∈B′ σ(b′)∑
b∈B σ(b)

(4.3)

Table 4.2 presents a situation where the itemized SLO hit can complement the

batched SLO hit. It provides details regarding batches generated during executions of a

dummy stream processing system. The table includes a total of 10 batches. The first 5

batches (first row) have a size of 6, while the subsequent 5 batches (second row) have a

size of 14. The table reading should be done so that when a row is regarded as an SLO hit,

the corresponding row should be interpreted as an SLO miss. This way, when we choose a

row as an SLO hit, we choose one of two possible system executions.

Table 4.2 – SLO hit example.
Num. of Batches Batch Size B-SLH I-SLH

5 6 50% 30%
5 14 50% 70%

Analyzing Table 4.2 from the perspective of batched SLO hits, we can conclude

that the row representing the SLO hit is inconsequential, always resulting in a consistent

50% SLO hit rate. Conversely, from the perspective of the itemized SLO hits, we conclude

that selecting the last row is more profitable, yielding a 40% higher SLO hit rate than

choosing the first row. This suggests that the batched SLO hit metric does not differentiate

between the two executions represented by the first and second rows. This demonstrates
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a significant drawback for systems with varying batch sizes, such as those that utilize

self-adaptive algorithms for dynamic batch size adaptation.

The two SLO hit metrics are binary because a given batch is inside or outside

threshold bounds. Such metrics can work perfectly for users whose only concern is know-

ing whether the application meets the SLO. However, they fail to provide information for

the researcher/practitioner who wants to know how much the SLO is being met or not.

In the latter case, proper SLO distance metrics can be defined to supplement the SLO hit

metrics by measuring how far the batches were from the target SLO.

4.3.2 SLO Distance Metrics

We propose two distance metrics: the MAD-based SLO distance and the SD-based

SLO distance. They are calculated in the same fashion as the population’s mean absolute

deviation (MAD) and the population’s standard deviation (SD). The only difference from

the standard statistical forms of MAD and SD is that the target SLO value is used instead

of the mean. As the second and final step, we divide the value obtained in the first step by

the target SLO value. We found that expressing the values in percentage helps with the

interpretability because it is expected that the distance values will not surpass more than

one time the target SLO. Furthermore, the percentage format fits naturally with the way

the thresholds are specified (as a percentage of the target SLO).

We define below the MAD-based SLO distance and the SD-based SLO distance.

Let t be the target SLO, and let the set B and the function ω be as defined for the

batched SLO hit metric. The MAD-based SLO distance is defined as:

MAD-D =
∑

b∈B(|t − ω(b)|)
|B| · t

. (4.4)

Let t be the target SLO, and let the set B and the function ω be as defined for the

batched SLO hit metric. The SD-based SLO distance is defined as:

SD-D =

√∑
b∈B(|t − ω(b)|2)
|B| · t

(4.5)

The MAD-based SLO distance arguably provides the most intuitive results when

compared to the SD-based SLO distance. When applied over a single batch, it provides a

value that can be directly compared with the threshold. In fact, the batched SLO hit metric

can be derived from the MAD-based SLO distance by checking if every batch’s distance

value is less or equal to the threshold. The MAD-based SLO distance also exhibits the

property of not being affected by a few large batch distance values (outliers). In contrast,
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the SD-based SLO distance is more sensitive to such values, given that it is based on

squaring distances from the target.

Figure 4.5 shows a synthetic example where we depict a system producing batches,

with the x-axis representing the batches by their associated order IDs. The y-axis illus-

trates that the measured latency generally increases as the execution progresses, with-

out significant disturbances. The specific cause for this latency increase, whether due to

escalating batch sizes or increased computation for each batch, is not a current concern

for the example.
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Figure 4.5 – Example of the distance metrics behavior when applied to a stable system.

We can observe in Figure 4.5 that the MAD distance is approximately 20% from

the target, while the SD distance closely aligns at 23%. In scenarios characterized by grad-

ual changes, such as the one presented, the choice between using one distance metric or

the other has minimal impact.

Figure 4.6 provides another example in the same vein as in Figure 4.5, now fea-

turing two latency spikes, one occurring near the beginning and the other closer to the

end of the execution.

We can observe that in Figure 4.6 the MAD distance exhibits minimal change,

increasing from 20% to 33%. In contrast, the SD distance shows a more pronounced shift,
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Figure 4.6 – Example of the distance metrics behavior when applied to an unstable system.
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escalating from 23% to 57%. These examples demonstrate that the SD distance is more

sensible to spikes.

Given that these metrics are numerical representations of various aspects of a

SPA’s execution, they lend themselves to experiment sorting. For instance, by conducting

multiple experiments with diverse adaptation parameters and subsequently sorting them

based on the SD distance, we can discern which parameter combinations lead to more

significant latency spikes.
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5. EVALUATION

As a first step in addressing the problem of improving self-adaptation on GPU-

accelerated SPSs through batch size adaptation, we evaluated some approaches from

the literature that presented results we deemed relevant to our scenario, namely, SPAs

executing on a single multi-core machine with one or more GPUs. According to the related

work reviewed in Section 3, the most common approach for self-adaptation in SPSs is the

use of online decision algorithms, which consider previous measurements of parameters

such as latency or throughput to adapt the batch size and sometimes other adaptation

parameters, such as parallelism degree. Even though we were able to find about ten

studies that provide self-adaptive approaches concerning batch size, only two of them

(Stein et al.[47] and De Matteis et al.[24]) provide support for GPU offloading.

De Matteis et al.[24] presented two algorithms capable of adapting the batch size

to minimize latency and maximize throughput. However, a stable workload is assumed to

never change once a suitable batch size is found. We consider this an important limitation

(besides the complexity and computation time of the algorithms), and for this reason, we

opted not to evaluate these algorithms in the present study.

Stein et al.[47] proposed four distinct but related algorithms to adapt the batch

size to keep the latency within a user-specified SLO threshold. The algorithms are simple

and lightweight, so they can be easily implemented in various SPAs and SPSs. In addi-

tion, they assume a workload that may vary with time. Given such characteristics, we

evaluated the same strategy and algorithms with a different application. The authors

originally performed experiments with a streamed data compression application imple-

menting the LZSS algorithm [48]. Their chosen application was parallelized with SPar [27]

and CUDA, using the farm parallel pattern with GPU-accelerated workers. Our evaluation

was performed using the Military Server (MS) application [8], a synthetic stream process-

ing benchmark simulating a server that continuously receives data from drones, and which

was designed to facilitate data parallelization within tuples. This SPA has been parallelized

with FastFlow [6] and GSParLib [45], and it is structured as a pipeline of three farms be-

tween the main source and emitter stages. Compared to the LZSS SPA, the MS SPA has

more stages, and the batch size is more coarse-grained, being expressed as structure

data (records) instead of raw bytes. We believe that understanding how the algorithms

proposed by Stein et al.[47] behave with an entirely different application sheds more light

on their generalizability and usefulness beyond the scenario in which they were originally

evaluated.

Besides the four algorithms from Stein et al.[47], we evaluated other two algo-

rithms focusing on the same reactive approach. The intention was to address specific lim-

itations identified in the four mentioned algorithms during the evaluation process, namely
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the limitation in fine-tuning coming from MBAF and the limitation in reactivity coming from

PBAF.

5.1 Evaluation Environment

The experiments were executed in a computer equipped with an AMD Ryzen 5

processor (6 cores and 12 threads) and 32 GB of RAM. The GPU was an NVIDIA GeForce RTX

3090 (Ampere architecture) with 24 GB of VRAM and 10,496 CUDA cores. The operating

system was Ubuntu 20.04 LTS. The software used was GCC 9.0.5, CUDA 11, FastFlow 3,

and an optimized version of GSParLib provided by [8]. We used the GCC compiler-level

optimization 3 (flag O3). There was no replicated stage in our stream processing pipeline,

so each stage is run by a dedicated host thread offloading computation on GPU.

5.2 Experiments with Fixed Batching

Our first goal for the evaluation was to understand how the batch size affected

the latency and throughput in the MS benchmark. Some specific points we wanted to

determine included the batch size cutoff for improving throughput and whether a higher

batch size would correspond to a higher latency. To accomplish this, we executed MS

Benchmark ten times for each batch size from 1 to 500 (that is, ten times for the same

batch size). We then collected the average latency and throughput for each execution.

For executions having the same batch size, we averaged the previously collected average

latency and throughput values among the (ten) executions.

Since the batch size is fixed during the execution, we did not use self-adaptation

in this phase. The results are shown in figure 5.1, in which the batch size is on the x-axis,

the latency is on the primary y-axis, and the throughput is on the secondary y-axis.

Based on the experiments with fixed batch sizes, we can determine that the

throughput cutoff is achieved with a batch size of around 115. Therefore, increment-

ing the batch size beyond this limit does not seem very productive since the latency will

increase while the throughput will mostly stay the same.

However, we are dealing with average latency and throughput measurements. It

can still be beneficial to increase the batch size beyond 115 at specific execution points.

Therefore, there is no correct fixed batch size for dynamic workloads like ours. The manual

method of finding the fixed batch size through iteration limits us to approximating a batch

size suitable only for average scenarios.

Ignoring occasional irregularities, it is possible to state that the latency tends

to increase with the batch size, roughly following the proportion of 1 millisecond for an



52

5

10

15

20

La
te

nc
y 

(m
s)

Latency per Batch Size

0 100 200 300 400 500
0

20000

40000

60000

80000

Th
ro

ug
hp

ut
 (i

te
m

s/
se

c)

Throughput per Batch Size

Figure 5.1 – Latency and throughput with respect to batch size.
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increment of ten in the batch size. However, this relationship is less accurate for batch

sizes greater than 100, where the latency increases more slowly.

Overall, it is noticeable that the use of batching yields benefits for the tested

workload about throughput. Specifically, running the application with batching resulted in

up to 25 times higher throughput than running it without. However, using a fixed batch

size results in latency variations during the execution due to the varying processing costs

of the tuples (as discussed in Section 4.2), and the bigger the batch size, the bigger the

latency.

Figure 5.2 demonstrates the latency in time (during MS Benchmark’s execution)

when running with batch sizes 1, 50, and 100. The chart’s legend abbreviates the batch

size as b-size.

0 50 100 150 200 250 300
Time (s)

0

10

La
te

nc
y 

(m
s)

Latency in Time (b-size=1)

0 2 4 6 8 10 12 14
Time (s)

0

10

La
te

nc
y 

(m
s) Latency in Time (b-size=50)

0 2 4 6 8 10 12
Time (s)

0

20

La
te

nc
y 

(m
s) Latency in Time (b-size=100)

Figure 5.2 – Latency in time with fixed batch sizes.

In Figure 5.2, we can easily notice the aforementioned throughput improvement.

The execution with a batch size of 1 takes around 5 minutes to finish, while with a batch

size of 100, the execution finishes in approximately 12 seconds. It is also possible to notice

the patterns in latency variation. From left to right and independently of the subplot, we

have the increasing, spike, decreasing, binary, and wave patterns. The patterns can be

more easily observed as the batch size (and consequently the latency) increases. In cases
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where such latency variations are not desirable, the self-adaptive algorithms presented

can be used to adjust the batch size and keep the latency within a user-defined threshold.

During execution without batching, we observed that the highest latencies are

up to 30 times greater than the lowest latencies, ranging from 0.15ms to around 5ms

(excluding some rare extreme values). Considering this observation, we can conclude

that choosing a latency target much less than 5 ms (like 1 ms) will generate situations in

which, even with a batch size of 1, achieving the latency target is impossible. This will

inevitably result in lower SLO hit and distance metrics gains. A possible solution for this

problem is to filter these situations out before computing the metrics. Alternatively, we

can just accept that it will be impossible to attain a perfect score in the metrics (e.g., 100%

SLO hit). We opted for the latter, since we did not observe significant differences in the

SLO hit metrics for our workload after filtering.

Another important consideration is that choosing an excessively high latency tar-

get may result in large batch sizes that just a few of them will be enough to consume the

whole dataset (one million items). Balancing the factors presented regarding the issue

under discussion, we arrived at the latency target of 3 ms as a good candidate for the

experiments with dynamic batching. Ideally, we would have experimented with multiple

latency targets. However, we did not run the whole battery of experiments detailed in

Section 5.3 with other latency targets due to resource and time constraints.

The following experiments present the results of applying the adaptation strategy

and algorithms described in Section 4.1 to maintain the latency within a specified SLO

threshold.

5.3 Experiments with Dynamic Batching

For the experiments with dynamic batching, we executed the MS benchmark 10

times for each parameter combination to obtain the means and standard deviations. The

parameters are as follows:

• Target latency: 3 milliseconds

• Threshold values: 5%, 10%, 15%, and 20%

• Step sizes (adaptation factors): 1, 5, 10, 15, and 20

• Latency sample sizes: 1, 5, 10, and 20

• Self-adaptive algorithms: FAF, PBAF, PBAF-WT, MBAF, PMBAF

There are a total of 400 possible combinations resulting from the listed param-

eters. All of them were considered in the experiments. The total number of executions
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of the MS benchmark was 4,000, factoring in the 10 executions for each parameter com-

bination. The reason for considering all possible parameter combinations is to enhance

our comprehension of the behavior of the adaptation algorithms across diverse scenarios.

Furthermore, the SLO metrics outlined in Sect. 4.3 facilitate this process by enabling us

to rank the experiments based on them and identify important results before performing

an in-depth analysis of data from individual executions. We opted not to delve into details

about most parameter combinations as they are highly specific and lack broad generaliza-

tion.

The execution time for processing our workload (containing one million tuples)

varied from twelve and a half seconds to around two minutes and a half, depending on the

parameter combination. Note that these numbers regard the executions using the GPU.

The sequential CPU-only version finishes the execution in about half an hour. We con-

sider the whole execution of the experiments without warm-up or cool-down periods. We

observed that only the first three to five batches launched at the beginning of MS Bench-

mark’s execution present a higher latency than expected, which does not significantly

affect the metrics.

We chose the values for the parameters based on the workload used, described in

Section 4.2 as the new workload class introduced to the MS benchmark. The 3-millisecond

target latency was chosen because, empirically, it is achievable at almost any point in the

execution, given the right batch size. It is close to the highest tuple latency encountered

when executing without batching, so it can be achieved with a batch size close to 1, while

the lowest tuple latencies require batch sizes around 300. The threshold values are the

same as in Stein et al.[47]. We concentrate primarily on analyzing results based on the

5% threshold in our evaluation. This threshold is the most stringent, providing a more

concise worst-case-scenario perspective. The step size and latency sample size parameter

values were set empirically by observing the values in which the adaptation started to

present diminishing results. For the step size, we also considered that usually changing

the batch size by 10 in the fixed batching experiments (Section 5.2) resulted in a change

of 1 millisecond in the average latency.

5.3.1 Result Analysis by the SLO Hit Metrics

Table 5.1 presents the best SLO hit metrics achieved by each algorithm and the

configuration used to achieve the metric value.

In the most strict (5%) threshold the algorithms were able to meet the latency

SLO for 30% (FAF) to 37% (PMBAF) of the one million processed tuples. The SLO hit per

batch ranged between 26% and 57%, with MBAF and PBAF-WT defining the lower end, and

PMBAF and PBAF defining the higher end of the range.



56

Table 5.1 – Best SLO hit metrics and configurations by algorithm and threshold. Each
metric value is the average of 10 executions. The step size and latency sample size pa-
rameters are abbreviated as step and sample, respectively.

Threshold Algo. Batched SLO Hit Itemized SLO Hit
Value Step Sample Value Step Sample

5%

FAF 37.25 5 5 30.05 5 1
PBAF 36.55 20 1 34.19 10 1

PBAF-WT 26.25 5 1 30.55 5 1
MBAF 27.18 15 10 31.95 5 1
PMBAF 57.78 10 1 37.06 10 1

10%

FAF 49.09 10 5 45.59 10 1
PBAF 52.79 15 5 47.68 20 1

PBAF-WT 37.98 5 1 44.39 5 1
MBAF 44.9 15 10 45.38 5 1
PMBAF 60.95 20 5 47.37 15 1

15%

FAF 54.72 20 10 54.44 10 1
PBAF 59.13 20 1 54.25 20 1

PBAF-WT 47.2 20 5 54.8 10 1
MBAF 57.73 15 5 55.65 10 1
PMBAF 70.62 20 5 55.42 20 1

20%

FAF 65.09 20 1 62.62 10 1
PBAF 67.32 20 5 59.05 20 1

PBAF-WT 54.14 20 5 64.28 15 1
MBAF 74.46 15 5 62.66 10 1
PMBAF 77.35 15 1 63.17 20 1

Consistent with our intuitions, the SLO hits are affected by the strictness of the

threshold. Considering the itemized SLO hit and a 10% threshold, the algorithms secured

the SLO for 44% to 47% of the tuples, demonstrating very similar results. This trend

continues for higher thresholds, with the 15% threshold achieving the 50s range and the

20% threshold achieving the 60s range.

The best batched SLO hit results achieved in [47] for the 5% threshold range from

50% to 90%. The highest batched SLO hit we achieve in MS Benchmark with the same

threshold is 57%, which is comparable with the lowest result from [47]. Even our highest

result from the 10% threshold (60%) does not go much further than their lowest result.

These results demonstrate that our workload is more challenging for those self-adaptive

algorithms than the workloads presented in [47].

In Table 5.1 we can observe that as the threshold grows, the trend is that all

algorithms start achieving better SLO hit results with greater step sizes. The reason for

the trend is that a coarser tuning of the batch size is sufficient to enter the threshold

bounds. With the fine-tuning requirements alleviated, using a greater step size becomes

an advantage due to the gains in reactivity, which accelerates the algorithm convergence

towards the threshold bounds.

SLO Hit Analysis by the Step Size Perspective

Figure 5.3 depicts the evolution of the itemized SLO hit for every algorithm as the

step size increases. We selected the executions with the best itemized SLO hit for each

step size. Therefore, the value of the latency sample size parameter (which is not shown)
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is always the one that achieved the best itemized SLO hit in combination with a given step

size.
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Figure 5.3 – Itemized SLO hit by step size and algorithm with a 5% threshold.

Overall, the algorithms achieve comparable results across all SLO hit metrics.

However, their configuration to achieve their best results is not homogeneous. PBAF and

PBAF-WT tend to achieve better results with a slightly greater step size than FAF and

MBAF, owing to their ability to use a fraction of the step size as they approach the thresh-

old bounds. PBAF-WT mostly keeps the step size smaller than PBAF’s to achieve its best

results, since coarse-grained batch size adjustments once inside the threshold bounds are

more likely to cause SLO violations.

In most cases, the best itemized SLO hit results for FAF and MBAF are achieved

with a step size of 5. This happens because larger step sizes for these algorithms, while al-

lowing a faster reaction, also prevent them from fine-tuning the batch size when latencies

are close to the target. In Figure 5.3 we can verify that the PBAF and PMBAF algorithms

(which use a percentage of the step size) tend to not significantly decay in performance

(itemized SLO hit) as the step size increases, in contrast to FAF and MBAF. The tradeoff

regarding the step size is mitigated by PMBAF, which was designed to incorporate both
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PBAF’s fine-tuning and MBAF’s reactivity. For this reason, PMBAF tends to perform better

in terms of itemized SLO hit using a step size predominantly larger than the other algo-

rithms in the same threshold, even though the improvement is not significantly larger than

PBAF and MBAF alone.

Even though PMBAF did not attain an itemized SLO hit significantly larger than the

other algorithms, it attained a significant increase in the batched SLO hit compared to the

others for all thresholds. This characteristic arises mainly due to PMBAF’s high reactivity.

When the batch size is high (around 300 items) and the latency spikes abruptly, PMBAF

can drastically reduce the batch size quicker than algorithms like FAF and PBAF. Due to

this behavior, PMBAF frequently launches many smaller batches in patterns like binary

and waveform, inflating the batched SLO hit metric.

Figure 5.4 depicts on the y-axis the batched and itemized SLO hit as the execution

evolves (cumulative SLO hit). In the x-axis, time is normalized, progressing based on a

numerical identifier (id) associated with each tuple, according to the order in which it was

produced (which is fixed). The parameters for the execution can be found in Table 5.1

under the 5% threshold, on the row corresponding to PMBAF. Note that the final batched

SLO hit value is not exactly the same as in the table, since each metric value in the table

is an average of ten executions. We demonstrate the computation patterns in Figure 5.4

using a subplot below the main one showing the SLO hit metrics. This subplot presents

the patterns horizontally in the same fashion as in Figure 4.4, with the difference that the

patterns were organized vertically in that figure.

In Figure 5.4 we can observe that the itemized and batched SLO hit metrics are

very similar until the algorithm enters the workload segment belonging to the binary pat-

tern. Every time the computational load (per consequence, the latency) rises in the bi-

nary and waveform patterns, PMBAF reacts by reducing the batch size, and expanding the

space between the lines associated with the two SLO hit metrics.

In general, the itemized SLO hits were consistently lower than the batched SLO

hits, indicating that relying solely on the latter metric to assess SLO compliance can be

misleading. Another disadvantage of the batched SLO hit uncovered by our evaluation

is its high variability caused by specific (and sometimes unpredictable) runtime and exe-

cution characteristics. Many external factors can affect the latency in a SPA like the MS

Benchmark, one of them being the current GPU occupancy. These factors commonly lead

the self-adaptive algorithms to choose different sets of batch sizes even in repeating ex-

ecutions (multiple executions with the same set of parameters). Table 5.2 compares the

standard deviations between the batched and itemized SLO hit metrics. The standard de-

viations were computed using the ten execution samples from each of the best results in

Table 5.1 under the 5% threshold. We did not include the remaining thresholds in Table 5.2

for the sake of conciseness and because there is no significant difference among them.
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Table 5.2 – Standard deviations for the best SLO hit metrics presented in Table 5.1 under
the 5% threshold.

Algorithm σ (Batched SLO Hit) σ (Itemized SLO Hit)
FAF 14.66 2.78

PBAF 11.65 3.45
PBAF-WT 8 1.8

MBAF 4.5 2.54
PMBAF 12.73 1.39

SLO Hit Analysis by the Latency Sample Size Perspective

In Table 5.1, a consistent pattern can be discerned where the latency sample

sizes are always 1 for the itemized SLO hit, while for the batched SLO hit, they are greater

than one (usually five) in 13 out of the 20 instances (rows). This behavior stems from a

trade-off between two conflicting situations that favor one metric over the other. The first

situation is that a latency sampling greater than 1 increases the SLO hit in regions with

frequent latency variations, such as in the workload segments belonging to the (gradual)

increasing and decreasing computation patterns. However (as in the second situation),

this increased sampling reduces reactivity since five latency samples must be collected

before re-evaluating the strategy again. Consequently, the SLO hit will be lower in regions

with abrupt latency changes necessitating high reactivity, e.g., spike and binary patterns.

Furthermore, these patterns contain extensive regions with minimal computation, where

large batch sizes (close to 300) are needed to keep the SLO. Specifically for the itemized

SLO hit, batches missing the threshold bounds in these regions result in a greater cost

than for the batched SLO hit. Consequently, the best results for the itemized SLO hit do

not incorporate latency sample sizes greater than 1.

Figure 5.5 presents an example of the latency sample size parameter’s influence

in the batched SLO hit. The five computation patterns are on the x-axis, while the batched

SLO hit values are on the y-axis. There is one subplot per sample size. The term latency

sample size is abbreviated as samp in the figure. To compute the batched SLO hit for each

pattern, we isolate the latencies from the time when the pattern occurs, and then divide

the latencies that fell within threshold bounds by the total number of batches launched

during the pattern’s duration.

We can observe in Figure 5.5 that as the latency sample size grows, the batched

SLO hit improves for the increasing and decreasing computation patterns. The exception

appears with a sample size of 20, which causes an SLO miss of about 7% and indicates that

further increasing the sample size is not advantageous. We can also verify a significant

improvement in the SLO hit for the spike pattern. This improvement is not caused by the

same behavior as in the increasing and decreasing patterns. The reason is that a greater

latency sample size makes the adaptation less reactive to spikes. We observed that it is

more advantageous for the spike pattern when the algorithm avoids reacting to the spikes,

just keeping the batch size as before the spike. The spikes are short-lived, and when the
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algorithms try to react, the reaction (batch size changes) causes latency instability after

the spike has subsided, taking longer for the latency to normalize.

SLO Hit Analysis by the Computation Patterns Perspective

Table 5.3 provides a breakdown of the executions according to the computation

patterns introduced in Section 4.1. Specifically, the itemized SLO hit was computed for

each pattern, being averaged across all threshold, step size, and latency sample size pa-

rameters. The table is organized such that each column corresponds to a pattern (denoted

by its abbreviation), and each row corresponds to an algorithm.

Table 5.3 – Itemized SLO hits by algorithm and computation pattern averaged accross all
combinations of thresholds, step sizes and latency sample sizes.

Algo. Inc Spike Dec Bin Wave
FAF 60.46 28.09 47.97 14.58 18.36

PBAF 55.32 16.53 41.82 16.84 20.76
PBAF-WT 54.37 20.82 48.69 16.03 21.94

MBAF 57.99 19.32 51.66 28.73 22.76
PMBAF 53.74 9.83 46.12 29.55 23.26

The algorithms were generally more effective for workload segments where the

latency changes gradually, as found in the increasing and decreasing patterns. In Ta-

ble 5.3, the average itemized SLO hit for these patterns ranged from 40% in the decreasing

pattern to 60% in the increasing pattern.

For the binary pattern, the FAF, PBAF, and PBAF-wt algorithms achieved an item-

ized SLO hit of around 14%, while the MBAF and PMBAF achieved a value of 29% in the

same metric. The predominantly low SLO hits for this pattern may be attributed to the

tuple latencies being always close to the extremes, requiring a batch size close to 1 or

around 300 to stay within the threshold region. MBAF and PMBAF provided the highest

itemized SLO hit for the binary pattern due to their high reactivity, being able to respond

quickly to the transitions between regions of lower and higher latency.

The spike pattern was used to test the algorithms’ reactions for quick bursts of

high latency. In this pattern, the tuples’ latencies stay at their lowest most of the time,

ascending to their highest for brief periods. This was the pattern with the lowest itemized

SLO hit. The more successful executions kept the batch size close to 300 at all times, even

when the latency spiked. As the high latency periods are short-lived, excessively reducing

the batch size requires the algorithm to increase it again almost immediately, which is

counterproductive. Keeping the batch size unchanged during the spike is more effective

than trying to react. For this reason, the same reactivity that guaranteed the highest SLO

hit for PMBAF in the binary pattern produced the lowest SLO hit (close to 10%) in the spike

pattern. The second lowest SLO hit belongs to MBAF. A possible cause for MBAF’s result is

that MBAF is not as reactive as PMBAF; thus, it does not suffer as much with the latency

spikes.
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The wave pattern is similar to the (gradual) increasing and decreasing patterns.

However, the wave pattern is steeper than the two mentioned patterns, requiring a faster

reaction from the algorithms. For this reason, the SLO was achieved less often than for

the other gradual patterns, staying around a 20% value. Little difference exists among

the algorithms in the average itemized SLO hit for the wave pattern, indicating that none

stand out prominently.

5.3.2 Result Analysis by the SLO Distance Metrics

Table 5.4 presents the best distance metrics achieved by each algorithm and

the configuration used to achieve the metric value. This table has the same structure as

Table 5.1.

Table 5.4 – Best SLO Distance metrics and configurations by algorithm and threshold.
Each metric value is the average of 10 executions. The step size and latency sample
size parameters are abbreviated as step and sample, respectively.

Threshold Algo. MAD-based Distance SD-based Distance
Value Step Sample Value Step Sample

5%

FAF 30.79 5 1 52.89 5 1
PBAF 24.28 20 1 39.37 1 1

PBAF-WT 29.87 10 1 39.19 1 1
MBAF 25.68 10 1 41.16 1 1
PMBAF 15.3 10 1 37.98 1 1

10%

FAF 30.37 15 1 49.06 10 1
PBAF 29.47 20 1 38.68 1 1

PBAF-WT 29.87 10 1 39.19 1 1
MBAF 26.85 15 5 41.96 1 1
PMBAF 20.86 5 1 39.01 1 1

15%

FAF 27.81 5 1 45.45 1 1
PBAF 24.92 15 1 40.16 1 1

PBAF-WT 29.87 10 1 39.19 1 1
MBAF 24.94 15 1 38.4 1 1
PMBAF 19.24 5 1 40.32 1 1

20%

FAF 22.86 10 1 39.47 10 1
PBAF 26.34 20 1 40.78 1 1

PBAF-WT 29.87 10 1 39.19 1 1
MBAF 22.62 15 5 37.52 1 1
PMBAF 17.98 15 1 38.27 5 1

The best results for the MAD-based distance (shown in Table 5.4) are similar for

all algorithms except PMBAF, predominantly staying between 25 and 30. PMBAF pre-

sented MAD-based distances around 40% smaller than this metric’s second-best algorithm

(MBAF). We attribute this behavior mainly to its high reactivity to spikes in latency. As ex-

plained in Section 4.1.2, MBAF, proposed by [47], can use at most double the step size

when the target is below the threshold. We removed this characteristic for PMBAF so that

its reaction is always proportional to the distance from the lower threshold.

The most frequent strategy in Table 5.4 that achieved the best results for the SD-

based distance is formed by setting both the step size and latency sample size to one. This

parameter combination results in executions where the batch latencies converge towards
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the target from the lower threshold bound, albeit failing to cross into the threshold bounds

most of the time. Keeping the latency closer to the lower threshold bound requires smaller

batch sizes, which consequently contributes to avoiding extreme latency spikes caused

by large-sized, computation-heavy batches. We named this strategy slow convergence

strategy.

Another successful strategy for mitigating spikes is using large step sizes com-

bined with small latency sample sizes to increase reactivity. This strategy frequently ap-

pears under the MAD-based distance in Table 5.4. Although this strategy has high latency

spikes, they are reduced more quickly to a latency closer to the target. We named this

strategy reactive strategy. Even though the reactive strategy does not appear among the

best results for the SD-based distance due to the metric’s sensitivity to spikes, we ob-

served that, in general, smaller values of the MAD-based distance are more indicative of

greater SLO hits.

Figure 5.6 and Figure 5.7 depict the latency and the choice of batch sizes for

execution using the aforementioned reactive and slow convergence strategies. In the x-

axis, time is normalized across all executions, progressing based on a numerical identifier

(id) associated with each tuple, according to the order in which it was produced (which

is fixed). Regarding the y-axis for the top subplot, the blue line represents the strategy,

and the orange line represents the target latency. In the bottom subplot, the green line

(named Comp. Load) is meant to represent the computational load of the item, while the

red line depicts the choice of batch sizes. They are the same as in Figure 5.4.

Comparing Figure 5.6 with Figure 5.7, it is possible to notice that the batch sizes

(red line) from the slow convergence strategy are significantly lower than the ones chosen

by the reactive strategy. Consequently, the latencies from the former are lower (approach-

ing the target from below) and do not suffer as much with spikes. Even though attaining

a latency lower than the specified SLO may not be inherently undesirable, it can lead to

an undesired impact on throughput. While the slow convergence strategy achieved an av-

erage throughput of approximately 31,000 items per second, the reactive strategy nearly

doubled the metric, reaching 59,000 items per second.

A latency sample size greater than one cannot be found in Table 5.4 under the SD-

based distance. This condition happens due to the loss of reactivity caused by increasing

the mentioned parameter. When the batch size is increased to approximate the lower

threshold in regions of very low latency (a result of tuples requiring low computation),

a large sample size makes the batch size accumulation slow. Then, when tuples with

heavy computational requirements suddenly enter the pipeline, the latency will increase

significantly (creating a spike), and the previously large batch size will be reduced at about

the same speed that it was increased. This circumstance leads to an extended latency

spike, resulting in a penalty to the execution as indicated by the SD-based distance metric.
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Figure 5.6 – Execution using the Slow Convergence Strategy. The latency, batch size and
computational load per item are shown.
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5.3.3 Experiments with the Proportional-Integral-Derivative Controllre (PID)

This section presents the evaluation of the PID controller applied to the batch size

adaptation for the MS Benchmark SPA. The experiment parameters that the PID controller

has in common with the evaluated step-based algorithms are the sample size, threshold,

and target latency. All parameters in common have the same values in the two sets of

experiments. We show their values again in this section for completeness. The parameters

for the PID controller evaluation are as follows:

• Target latency: 3 milliseconds

• Threshold values: 5%, 10%, 15%, and 20%

• Latency sample sizes: 1, 5, 10, and 20

• Proportional gain (Kp): 0, 5, 10, 15, 20, and 30

• Integral gain (Ki): 5, 15, 25, 35, and 50

• Derivative gain (Kd ): 0, 0.5, 3, and 5

The threshold parameter does not affect the PID controller’s runtime behavior (in

the same vein as PBAF-WT). It is used to compute the SLO hit metrics. The PID gains were

selected by manually varying each term and observing its effect while other terms were

kept fixed.

We began the selection by setting Kp and Kd to 0 while increasing Ki from 5 to

50, as shown in the parameter list above. We observed that the SLO metrics started to

degrade after Ki increased beyond 10. However, we kept the higher values of Ki for the

complete experiment battery since they could still present better results in combination

with other gains. Next, we found the set of values for Kp by using Ki = 10 and Kd = 0
(the setting with the highest SLO metrics so far). Degraded results were observed when

Kp > 10. Finally, given that Kp = 10 and Ki = 15 achieved the best result having Kd = 0, we

explored some values of Kd from 0 to 5. We found that diminishing results appeared after

Kd = 3.

Table 5.5 demonstrates that the PID gains achieving the best results across most

metrics are Kp = 10, Ki = 15, and Kd = 3. Exploring different gains did not result in better

metrics, indicating that each Gaine has a single peak value. Since we skipped some gain

values to complete our experiments in a timely manner (e.g., Ki going from 5 to 15), the

actual peak gains can be slightly different.

Figure 5.8 complements Table 5.5 by comparing the PID controller’s performance

against all evaluated step-based algorithms across each metric within the 5% threshold.
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Table 5.5 – Best PID controller SLO metrics and configurations by threshold. Each metric
value is the average of 10 executions. The word Any is used when the threshold does not
matter (for the distance metrics).

SLO Hit Metrics
Threshold Metric Metric Value Sample Size Kp Ki Kd

5% B-SLH 51.21 1 10 15 3
I-SLH 38.5 1 10 15 3

10% B-SLH 62.89 1 10 15 3
I-SLH 52.07 1 10 15 3

15% B-SLH 67.69 1 10 15 3
I-SLH 59.85 1 10 15 3

20% B-SLH 72.2 1 10 15 3
I-SLH 66.32 1 20 15 3

SLO Distance Metrics
Any MAD-D 17.03 1 10 15 3
Any SD-D 36.86 1 10 5 5

As a summary, Figure 5.8 excludes the parameters used to achieve the metric values,

which can be found in Table 5.5, Table 5.4, and Table 5.1.
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Figure 5.8 – Best SLO hit and distance metrics per algorithm. The values are averages of
ten executions. In the labels, the batched and itemized SLO hits are shortened to B-SLH
and I-SLH, while the MAD and SD-based distances are shortened to MAD-D and SD-D.

A comparison between Table 5.5 and Table 5.1 evinces that the PID controller can

achieve comparable and slightly higher results for the SLO hit metrics in most thresholds.

The PID controller results are comparable to PMBAF’s, the algorithm achieving the best

results for the metrics in Table 5.1. It achieved an itemized SLO hit from 1.4 (5% threshold)

to 4.4 (15% threshold) metric points higher than PMBAF.
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The PID controller also achieved a MAD-based distance comparable with PMBAF,

with the distance being only 1.7 metric points higher than PMBAF’s best result from Ta-

ble 5.4 (17.03 − 15.3). The only row in Table 5.5 showing differing PID gains corresponds

to the SD-based distance. In this row, Ki is reduced from 15 to 5, while Kd is increased

from 3 to 5. This renders the PID controller-less reactive, as the adjustments in batch size

made by Kp and Kd are minimal compared to Ki , resulting in a strategy similar to the slow

convergence strategy presented in Figure 5.6.

The integral gain was found to be the more influential overall, while the propor-

tional and derivative gains improved the metrics minimally. The highest average itemized

SLO hit achieved having the proportional and derivative gains as 0 (integral-only result)

is 35.79%, only 2.71 metric points below the best PID result from Table 5.5. The differ-

ence between the integral-only result and the table’s result was mainly caused by two

(out of the ten) executions that deviated significantly from the average, achieving 29%

and 31% in the metric. We can reduce the difference to 1.38 metric points by not consid-

ering these executions. A proportional gain of 15 was more effective than the other tested

values because it is large enough to increase reactivity when the latency is far from the

target and smaller enough not to cause disturbances that result in SLO misses when close

to the target. The same behavior was observed for the derivative gain in very reduced

proportions.
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Figure 5.9 – The influence of the proportional and derivative terms in batch size and la-
tency over time.

Figure 5.9 shows how the proportional and derivative terms influence the changes

in batch size and latency over time. The data comes from the execution having the item-
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ized SLO hit closest to the best average result (Table 5.5) from below. The exact metric

value for the execution is 38.1%, while the best average is 38.5%. We can observe that

the derivative term has minimal effect on the batch size. Its effect is higher when the

latency falls abruptly from above to below the target, generating a positive value. An av-

erage of the highest 200 d-term values reveals an increment of 2 in the batch size. The

proportional term is more noticeable when the latency is above the target, which gener-

ates a negative value. This happens because the latency can be many times higher than

the target, while it can only be a fraction of the target lower. An average of the highest

200 p-term values reveals a 31 (-31) decrease in the batch size.

5.4 Key Findings and Parameter Tuning Recommendations

Our key findings can be summarized as follows.

• The self-adaptive algorithms mostly achieve comparable results (although using dif-

ferent parameter combinations) for the SLO hit metrics, and the results become even

more homogeneous as the threshold increases. From the SLO distance metrics per-

spective, PMBAF can stay 40% closer to the target latency than other algorithms.

• The results achieved with the evaluated application (MS benchmark) and workload

are significantly lower for the algorithms originating from the work of Stein et al.[47],

even when using the same metric. In the original paper, the algorithms were evalu-

ated by using the batched SLO hit metric.

• The itemized SLO hits were consistently lower than the batched SLO hits, indicating

that relying solely on the latter metric to assess SLO compliance can be misleading.

Furthermore, the batched SLO hit can vary widely for a set of executions using the

same configuration. With a standard deviation of 12, the batched SLO hit varied from

22% to 71% among ten execution samples. The standard deviations are shown in

table 5.2.

• The SLO hit and distance metrics demonstrate that more reactive algorithms (such

as PMBAF and MBAF) and parameters produce superior results overall. This is due to

the highly unstable latency in the proposed workload.

• The SLO distance metrics indicate that less responsive parameter combinations at-

taining low SLO hits can still be close to the threshold and mitigate large latency

spikes. The downside is that this can negatively impact throughput.

• The PID controller attained comparable results to PMBAF across all metrics, espe-

cially on the itemized SLO hit metric, in which PMBAF was the overall most successful
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step-based algorithm. The integral gain dominated the PID performance in all met-

rics, while the proportional and derivative gains presented minimal improvements.

If we were to offer a general recommendation for one of the evaluated self-

adaptive algorithms based on our experience performing the evaluation, we would sug-

gest PMBAF because it is generally applicable across most of the tested computation pat-

terns. It is also (subjectively) easier to tune than the PID controller. As for the step size pa-

rameter in PMBAF, we would suggest a value between 10 and 15 – 10 for the 5% threshold

and 15 for any higher threshold. For the latency sample size parameter, the more general

and conservative suggestion would be a quantity of five samples to account for possible

fluctuations in latency caused by the hardware and software environment, even though

we did not observe a substantial gain (as per the metrics) for the tested application and

environment when using a latency sample size greater than one. There were gains in the

batched sLO hit metric for using a sample size greater than one, as can be verified in Fig-

ure 5.4. However, we consider the batched SLO hit unreliable as a metric due to its high

standard deviation and the problem that all batches have the same weight.
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6. CONCLUSION

In this work, we presented an evaluation of four self-adaptive algorithms for

stream processing with GPUs from Stein et al.[47]. We also proposed a merge of the

PBAF and MBAF algorithms from [47] into a new one called PMBAF. Furthermore, our eval-

uation included experiments with the PID controller, which proved to be comparable to

PMBAF across all metrics. Four metrics guided the evaluation. One of them (the batched

SLO hit) was used in the paper by Stein et al.[47], and the other three (itemized SLO

hit, MAD-based SLO distance and SD-based SLO distance) were proposed in the course of

this research as a way to compare the self-adaptation algorithms among themselves from

different perspectives. We implemented the self-adaptive strategy and algorithms with

FastFlow [6] and GSParLib [45] in the Military Server benchmark application [8].

In general, we conclude that the self-adaptive algorithms mostly achieve compa-

rable results (although using different parameter combinations) for the SLO hit metrics,

and the results become even more homogeneous as the threshold increases. PMBAF

achieved the best results overall due to its ability to combine fine-tuning and reactivity

to pursue the latency target. The PID controller was comparable to PMBAF in the item-

ized SLO hit metric, with a slight advantage of up to 4.4% metric points depending on the

threshold.

Though there are differences in how the algorithms handle latency variations,

including some inherent to their functioning, these differences did not produce significant

deviations in most of the evaluation results. However, individually looking at the metrics

for specific workload regions (computation patterns) makes the algorithms’ differences

more pronounced than when looking at the metrics for the whole execution. It is possible

to observe that highly reactive algorithms like PMBAF achieve the highest itemized SLO

hits in the binary pattern while also achieving the lowest values for the same metric in the

spike pattern. Moreover, we can discern some effects of the parameter combination over

the algorithms, such as a latency sample size of five (instead of one) causing a greater

batched SLO hit for gradual patterns like increasing or decreasing.

We have identified mainly two classes of limitations, one related to the algorithms

and the other related to the application and workload used for the evaluation. One of the

current algorithms’ limitations is the exclusive focus on latency. Having only the latency

as a target creates situations in which the batch size is increased with the sole purpose of

artificially increasing latency, e.g., where there is no gain in terms of throughput. Another

notable limitation concerns the choice of a suitable step size. Although the MBAF, PMBAF,

PBAF, and PBAF-WT algorithms are able to change the step size at runtime, they rely on

a default value set by the users, that need to (experimentally or by intuition) find the

appropriate value for their specific applications.
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Regarding the limitations coming from our choice of application and workload,

it is important to highlight that the application is synthetic and might not closely repre-

sent the real-world SPAs that could benefit from the adaptive algorithms evaluated in the

current study. Further analysis can be done to understand if this is the case, and if so,

choose more realistic applications and workloads, or adapt the synthetic application to

better reflect a realistic scenario.

In the experiments performed for this study, the target latency was 3 milliseconds

with a minimum threshold of 5%, which results in a tolerance of 0.1 milliseconds (100

microseconds) around the target. This can be considered a too-strict scenario, and may

not be as prevalent in practice. However, this was the threshold in which the algorithms

presented less homogeneous results and could be more easily differentiated in terms of

their adaptation behavior.

In future research, we plan to:

• Explore new approaches to overcome the aforementioned limitations of the evalu-

ated algorithms. Some alternatives may comprise predictive algorithms that learn

the characteristics of the workload at runtime. Another possibility is to combine pre-

dictive and reactive algorithms. For instance, a predictive model can detect that the

batch latencies are changing as per the binary pattern and then adjust the reactive

algorithm’s parameters to deal better with this type of workload. One helpful ap-

proach to spare users from finding the proper algorithm parameters is employing a

PID controller paired with another algorithm, such as the extremum-seeking method,

to adjust the PID parameters automatically [32].

• Investigate viable real-world applications to complement the synthetic application

already in use. We are currently working on assessing the financial applications

Spike Detection and Fraud Detection, which were implemented using Windflow with

GPU support [41] and evaluated with a focus on throughput using fixed batching. We

implemented self-adaptive batch size control directly in the Windflow library so that

we can evaluate Windflow applications in the future with minimal modifications to

their business domain code.

• Introduce a workload based on frequency patterns, in addition to the existing com-

putation patterns with a fixed frequency.

• Target SLOs beyond latency such as throughput.

• Develop a multi-target self-adaptation algorithm or modify existing ones to accom-

modate multiple objectives. For example, an algorithm capable of balancing both

latency and throughput targets.
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We presented a paper [36] with our partial results in the International Work-

shop on Scalable Compute Continuum (WSCC), a workshop Colocated with the 29th In-

ternational European Conference on Parallel and Distributed Computing (Euro-Par 2023).

The paper is titled Evaluation of Adaptive Micro-batching Techniques for GPU-accelerated

Stream Processing. It presents our proposed SLO metrics and uses them to evaluate the

four algorithms from Stein et al. [47].
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